
PLANE TRIGONOMETRY AND
VECTOR GEOMETRY

GABRIEL NAGY

September 2017





Contents

Chapter 1 Trigonometry for Acute Angles 1
1.1 Measures of Physical Angles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Right Triangle Trigonometry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3 Solving Right Triangles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

Chapter 2 Trigonometry Beyond Acute Angles 35
2.1 Basic Notions of Analytic and Vector Geometry. . . . . . . . . . . . . . . . . . . . 35
2.2 The Analytic Construction of the Trigonometric Functions. . . . . . . . . . . . . . 63
2.3 Trigonometric Identities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
2.4 Graphs of Trigonometric Functions. . . . . . . . . . . . . . . . . . . . . . . . . . 88
2.5 General Sinusoidal Functions and Their Graphs. . . . . . . . . . . . . . . . . . . . 108
2.6 The Inverse Trigonometric Functions. . . . . . . . . . . . . . . . . . . . . . . . . 114
2.7 Trigonometric Equations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

Chapter 3 Applications of Trigonometry in Geometry 141
3.1 Applications to Vector Geometry. . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
3.2 Applications to Triangle Geometry. . . . . . . . . . . . . . . . . . . . . . . . . . . 155
3.3 Polar Coordinates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

Chapter 4 Trigonometry for Combinations of Angles 187
4.1 Sums and Differences of Angles. . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
4.2 Multiples of Angles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
4.3 From Sums to Products and Back. . . . . . . . . . . . . . . . . . . . . . . . . . . 206

Chapter 5 Applications of Trigonometry in Algebra 213
5.1 Complex Number Arithmetic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
5.2 Geometry of Complex Numbers. . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
5.3 Powers and Roots. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224

Chapter 6 Applications of Trigonometry in Analytic Geometry 237
6.1 Parabolas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238
6.2 Ellipses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247
6.3 Hyperbolas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 260
6.4 Quadratic Curves in General Position. . . . . . . . . . . . . . . . . . . . . . . . . 274
6.5 Conics in Polar Coordinates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 288

i



ii CONTENTS

Appendices 305
A Algebra Review I: Equations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305
B Algebra Review II: Matrix Arithmetic. . . . . . . . . . . . . . . . . . . . . . . . . . 314



Chapter 1

Trigonometry for Acute Angles

Here beginneth TRIGONOMETRY!

1.1 Measures of Physical Angles

We start off by reviewing several concepts from Plane Geometry and set up some basic termi-
nology.

A geometric angleis simply aunion of two rays that emanate from the same source, which
we call thevertexof the angle; the two rays are called thesidesof the angle. When the rays are
named, say,s1 ands2, our angle will be denoted by∠r1s2. Depictions of geometric angles will
look like the one shown in this figure:

s1

s2

V

Figure 1.1.1

The above figure depicts anon-flatgeometric angle∠s1s2, with vertexV . Theflat angles are:
• thestraight angles, whose sides areopposite “halves” of a line;
• thetrivial angles, whose sidescoincide.

Any non-flatangle∠s1s2 splits the plane in tworegions, which we refer to as thephysical angles
enclosed by∠s1s2.

s1

s2

∡U

∡V

Figure 1.1.2

The figure above depicts these two physical angles, denoted by ∡U and∡V. To be a bit more
specific,∡U is theinner physical angle enclosed by∠s1s2; while ∡V is theouterphysical angle
enclosed by∠s1s2. Both∡U and∡V have samevertex, which is simply the vertex of the geometric
angle∠s1s2 that encloses them.

However, when we are dealing withflat geometric angles, we agree that

1



2 1.1. MEASURES OF PHYSICAL ANGLES

• The physical angles enclosed by astraightgeometric angle – which is just a lineL – are
simply the twohalf-planesdetermined byL . These two physical angles will be called
straight physical angles.
• The physical angles enclosed by atrivial geometric angle – which is just a rays – is simply
s (the ray itself) – which we call atrivial physical angle, and theentire plane– which we
call acomplete physical angle.

So, unless we are dealing with a straight physical angle, thetwo physical angles enclosed by∠s1s2
are clearly distinguishable: one is “small” (theinner angle); the other is “big” (theouterangle).

In particular, any triangle△ABC has three (clearly defined) physical angles,∡A, ∡B, and
∡C, as depicted in the figure below.

∡A

A B

∡B

C

∡C

Figure 1.1.3

Turn Measure and the Protractor Principles

We measure a physical angle with the help of aprotractor. To be precise, if we start with
some physical angle∡U, what we call aprotractor suitable for ∡U is nothing else but acircle
C, whose center is placed at the vertex of∡U. With this set-up, we say that∡U is central inC.

s1

s2

∡U

C

S

Γ

)

Figure 1.1.4

Once a protractor is set up like this (as shown in the picture above), two important geometric
objects arise:

(A) thearc Γ

)

onC subtended by∡U;
(B) thedisk sectorS onC subtended by∡U.
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With all the set-up as above, theturn measure of∡U is the ratio:

t(∡U) = length(Γ

)

) : circumference(C).

Furthermore, if we consider the entire diskD enclosed byC, then the turn measure can also
be presented as:

t(∡U) = Area(S) : Area(D).

CLARIFICATIONS AND ADDITIONAL NOTATION. The turn measure of a physical angle is
always a number in the interval[0, 1]. To simply our notation a little bit, instead of writing
“ t(∡U) = τ ” we are simply going to write: “̂U = τ turn(s).”

Example 1.1.1. Certain physical angles can be clearly distinguished, based on their measures,
as shown in the table below.

Angle type trivial straight complete right

Measure 0 turn(s) 1
2

turn 1 turn 1
4

turn

Table 1.1.1

The Protractor Principles

I. The turn measure of an angledoes not depend on the protractor radius.

II. Two physical angles arecongruent, if and only if they haveequal turn measures.

III. For any rays and any number0 < τ < 1, there areexactly two physical angles∡U
and∡U′, such that:
• both∡U and∡U′ haves as one of their sides, and
• Û = Û′ = τ turn(s).
Whenτ = 0 or τ = 1, only onesuch angle exists.

NOTATION CONVENTION. The measures of the physical angles (see Figure 1.1.3) in a triangle
△ABC are denoted bŷA (the measure of∡A), B̂ (the measure of∡B), andĈ (the measure of
∡C).

Radian Measure
Besides theturn, another very important unit for angle measurement is theradian. When we

want to measure an angle inradians, we still use protractors as above, butinstead of dividing

length(Γ

)

) by circumference(C), we dividelength(Γ

)

) by theradiusof C. Since the circumference
of a circle is2π · radius, our conversion rule simply reads:

1 turn = 2π radians. (1.1.1)

Using the identity (1.1.1), we can convert between our units, using:
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Turn ↔ Radian Conversion Formulas

τ turn(s)= 2π · τ radian(s); (1.1.2)

θ radians(s)=
θ

2π
turn(s). (1.1.3)

NOTATION CONVENTION. When usingradians, we ought to write angle measures like: “Û =
θ radian(s).” We are going to be “lazy” from now on, andomit the word“radian(s)” from our
notation. In other words, whenever we see:

Û = number,

we understand that“number” stands for theradian measure of∡U.�
The “lazy” notation isonly used with radians!. Thus, whenother unitsare used (for

example,turns), theymust be specified!

Circle Measurements
The radian measure is very useful, particularly when computing lengths of arcs, areas of sec-

tors, as seen in the following set of formulas.

Arc Length and Sector Area Formulas

Assume a circleC is given, along with some physical angle∡U, which is central inC, and
hasradianmeasure:̂U = θ. Assume also, some lengthunit is given, so that:
• theradiusof C is r units;
• thearc Γ

)

subtended by∡U has length(Γ

)

) = ℓ units;
• thesectorS subtended by∡U has Area(S) = A square units.
Then the four numbersθ, r, ℓ, andA are linked by the following identities:

ℓ = θ r (1.1.4)

A = 1
2
ℓ r = 1

2
θ r2. (1.1.5)

In most applications involving arc or sectors determined bycentral angles in circles, we are
facing the following

Four-Number Problem: Giventwo of the numbersθ, r, ℓ, A, find themissing two.

All instances of the Four-Number Problem (all in all, there are six possibilities) can be solved
with the help of (1.1.4) and (1.1.5), and the following formulas which are derived from them:

Derived Angle-Radius-Length-Area Formulas. If the positive numbersθ, r, ℓ, A satisfy
(1.1.4) and (1.1.5), then they also satisfy:

r =
ℓ

θ
=

√
2A

θ
=

2A

ℓ
; (1.1.6)

θ =
ℓ

r
=

2A

r2
=

ℓ2

2A
; (1.1.7)
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ℓ =
2A

r
=
√
2Aθ; A =

ℓ2

2θ
. (1.1.8)�

The second equality from (1.1.6) deserves a little explanation. When we look at (1.1.5),
we can re-write it asr2 = 2A/θ. In principle an equation of the from “r2 = number” has two
solutions:r = ±

√
number. However, sincer is positive(as it represents a distance), only the

solution that uses the+ sign will be of interest to us. All other equalities that involve a square root
are treated the same way.

Example 1.1.2. GivenÛ = 2π/3 andradius = 6 inches, find length(Γ

)

) andArea(S).
Solution. The given quantities in our Four-Number Problem areθ = 2π/3 andr = 6 (with

“inch” as ourunit ). Using (1.1.4) we get:length(Γ

)

) = ℓ = (2π/3)·6 = 4π ≃ 12.56637061 inches.
Using (1.1.5) we get:Area(S) = A = 1

2
· (2π/3) · 62 = 12π ≃ 37.69911184 square inches.

Example 1.1.3. GivenÛ = 5 andlength(Γ
)

) = 1.2 miles, theradiusof the circle andArea(S).
Solution. The given quantities in our Four-Number Problem areθ = 5 andℓ = 1.2 (with

“mile” as ourunit ). Using (1.1.6) we get:radius = r = 1.2/5 = 0.24 miles. Using (1.1.5) we
also get:Area(S) = A = 1

2
· ℓ · r = 1

2
· 1.2 · 0.24 = 1.44 square miles.

◮ More examples of the Four-Number Problem are provides in Exercises 1–3, as well as in
theK-STATE ONLINE HOMEWORK SYSTEM.

Degree Measurement
Besides theturnand theradian, another very popular unit for angle measurement is thedegree,

denoted with the help of the symbol◦. So when we want to specify thedegree measureof some
physical angle∡U, we will write:

Û = D◦.

The defining conversion rule for the degree measure is:

1 turn = 360◦. (1.1.9)

As we continue through the rest of this section, we will gradually diminish the use of turn measures,
and limit ourselves only to radians and degrees. Using (1.1.1), the above conversion rule now reads

2π [radians] = 360◦. (1.1.10)

(According to our Notation Convention stated earlier, we should omit “radian(s)” from all radian
measure specifications. For pedagogical reasons, we will still keep “radian(s)” in certain formulas
for awhile, but use square brackets to remind us that, once weget more and more comfortable with
our Convention, we will eventually omit “[radian(s)]” from our notations.)

By taking halves on both sides, the identity (1.1.10) becomes

π [radians] = 180◦, (1.1.11)

so we can easily convert between radians and degrees, using:
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Degree↔ Radian Conversion Formulas

D◦ = D · π

180
[radians]; (1.1.12)

θ [radians] =

(
θ · 180

π

)◦

(1.1.13)

Example 1.1.4. If we know that a physical angle∡U measures105◦, and we want to compute
its radian measure, we use formula (1.1.12), which yields:

Û = 105 · π
180

=
105 · π
180

=
7π

12
≃ 1.832595715.

Notice that we omitted “radians” from our final answer. As for the way we present the radian
measure, even though the numerical value given above is goodenough to give us an idea of how
large/small our angle is, the first answer, which presents the radian measure as afraction involving
integers and integer multiples ofπ is the preferred one, as we deem is as anexact value.

Example 1.1.5. If we know that a physical angle∡U measures
11π

450
(in radians), and we want

to compute its degree measure, we use formula (1.1.13), which yields:

Û =

(
11π

450
· 180
π

)◦

=

(
11π · 180
450 · π

)◦

=

(
22

5

)◦

= 4.5◦.

For future reference, we now expand Table 1.1.1 which had theturn measures of several “spe-
cial” angles, to also include the radian and degree measures:

Angle type trivial straight complete right

TurnMeasure 0 turn(s) 1
2

turn 1 turn 1
4

turn

RadianMeasure 0 π 2π
π

2

DegreeMeasure 0◦ 180◦ 360◦ 90◦

Table 1.1.2

The D(egree)-M(inute)-S(econd)Measurement System

When doing computations using degrees, we can of course present them asdecimals, as we
have seen for instance in Example 1.1.5. However, when dealing with with anon-integerdegree
measure, sayD◦, we may convert thefractional (or decimal) partof D, we may use sub-divisions
of the degree, which we callminutes (denoted using the symbol′), andseconds(denoted using
the symbol′′). The basic rules that explain how these sub-divisions are set up are:

1◦ = 60′ = 60′′; 1′ = 60′′. (1.1.14)
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Fractional (Decimal) Unit ↔ Units + Sub-Units Conversion Scheme

Assume we have one measurementunit , and asub-unit, defined by:

1 unit = m sub-units, (1.1.15)
so that the back and forth conversion formulas are:

X units = X ·m sub-units, (1.1.16)

X sub-units=
(
X

m

)
units (1.1.17)

A. Given some measurement of the form

µ = U units, (1.1.18)

with U is either afractional, or a decimalnumber, we can convert it to the form

µ = A units + B sub-units, (1.1.19)

using the following procedure:
(i) Split the numberU into its integer part(which is what we defineA to be), and its

fractional part(which we call for the momentX). In other words, we write

U = A+X

with A integer, and0 ≤X < 1 fractional (or decimal).
(ii) Use (1.1.16)to convert the fractional part to sub-units, thus definingB to be the

productX ·m.
B. Conversely, given a measurement presented as (1.1.19), we can convert it to the form

(1.1.18), using the formula:

A units + B sub-units=
(
A+

B

m

)
units (1.1.20)

When we specialize procedure B to the DMS system, we get:

DMS → Degrees Conversion Formula

D◦M ′S′′ =

(
A+

M

60
+

S

3600

)◦

Example 1.1.6. Convert12.3456◦ to degrees, minutesandseconds.
Solution. We start off by converting to degrees and minutes, using theabove procedure A (with

degreeas the unit, andminuteas the sub-unit):

12.3456◦ = 12◦ + 0.3456◦ = 12◦ + 0.3456 · 60′ = 12◦ + 20.736′.

Then we convert20.736′ to minutes and seconds, again using the above procedure A (with minute
as the unit, andsecondas the sub-unit), so our calculation continues:

12.3456◦ = 12◦ + 20.736′ = 12◦ + 20′ + 0.736′ = 12◦ + 20′ + 0.736 · 60′′ =
= 12◦ + 20′ + 44.16′′ ≃ 12◦ 20′ 44′′.
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Example 1.1.7. Convert12◦30′45′′ to degrees.
Solution. Using the DMS→ Degrees Formula we have:

12◦30′67′′ =

(
12 +

30

60
+

67

3600

)◦

=

(
12 · 3600 + 30 · 60 + 67

3600

)◦

=

=

(
45067

3600

)◦

≃ 12.51861111◦.

When asked to convert todegrees in decimal form, the fraction calculation above is not neces-
sary: we can do everything in “one shot” on a calculator by typing 12+30/60+67/3600 .�

In the preceding two examples we worked with decimals. However, in many instances we
want to work withfractions, instead of decimals. This is illustrated in the following two examples

Example 1.1.8. Convert
89π

4050
[radians]to degrees, minutesandseconds.

Solution. We start off by converting from radians to degrees, using (1.1.13), which yields:

89π

4050
=

(
89π

4050
· 180
π

)◦

=

(
89π · 180
4050 · π

)◦

=

(
89 · 2
45

)◦

=

(
178

45

)◦

.

Next we convert to degrees and minutes, using the above procedure A (withdegreeas the unit, and
minuteas the sub-unit):

(
178

45

)◦

= 3◦ +

(
43

45

)◦

= 3◦ +

(
43

45

)
· 60′ = 3◦ +

(
43 · 4
3

)′

= 3◦ +

(
172

3

)′

.

Then we convert

(
172

3

)′

to minutes and seconds, again using the above procedure A (with minute

as the unit, andsecondas the sub-unit), so our calculation continues:

3◦ +

(
172

3

)′

= 3◦ + 57′ +

(
1

3

)′

= 3◦ + 57′ +

(
1

3

)
· 60′′ = 3◦ + 57′ + 20′′ = 3◦ 57′ 20′′.

Example 1.1.9. Convert14◦7′12′′ to radians.
Solution. We start off by converting to degrees, using DMS→ Degrees Formula. Since we

want to work with fractions, throughout the entire computation, we will be careful and simplify as
much as possible

14◦31′12′′ =

(
14 +

31

60
+

12

3600

)◦

=

(
14 +

31

60
+

1

300

)◦

=

=

(
14 · 300 + 31 · 5 + 1

300

)◦

=

(
4356

300

)◦

=

(
363

25

)◦

.

Next we convert to radians, using (1.1.12):

14◦31′12′′ =

(
363

25

)◦

=

(
363

25

)
· π
180

=
363 · π
25 · 180 =

121π

25 · 60 =
121π

1500
≃ 0.2534218074.

As pointed out earlier, if we only want the radian measure expressed in decimal form, we could
have done it in “one shot’ with our calculator by typing:



CHAPTER 1. TRIGONOMETRY FOR ACUTE ANGLES 9

(14+31/60+12/360
0) ∗ π /180

However, the conversion14◦31′12′′ =
121π

1500
is always the preferred one, as it gives anexact value.

Example 1.1.10. (Compare with Example 1.1.2.) Suppose we have a central angle Û =

100◦20′ in a circle of radius12 cm, and we are asked to compute the length of the arcΓ

)

subtended
by it.

Solution. Of course, what we need here is formula (1.1.4), butbefore we use it, we must find
the radian measureθ of our angle. Working as in the preceding Example, we have

Û = 100◦20′ =

(
100 +

20

60

)◦

=

(
100 +

1

3

)◦

=

(
301

3

)◦

=

(
301

3

)◦

· π
180

=
301π

540

With this calculation in mind, the arc length formula (1.1.4) yields

length(Γ

)

) = (301π/540) · 12 = 301π/45 ≃ 21.01376419 cm.

Angle Arithmetic
One key feature of physical angle measurements is the statement below, concerningsub-angles.

s1

s2
p

∡U1

∡U2

Figure 1.1.5

Given a physical angle∡U, any rayp that emanates from the vertex of∡U and sits inside∡U,
splits∡U into two physical sub-angles, called thep-splits(or p-sub-angles) of ∡U.

As a matter of convention, if the sides of∡U ares1 ands2 (as shown for instance in Figure
1.1.5), the twop-splits of∡U are identified as follows:
• ∡U1 is the physical sub-angle enclosed by∠s1p;
• ∡U2 is the physical sub-angle enclosed by∠s2p.

Angle Addition Principle

With∡U andp as above,the measures of twop-sub-angles∡U1,∡U2 add up to the measure
of the angle∡U:

Û1 + Û2 = Û (1.1.21)

This propertydoes not depend on the angle measure unit.

CLARIFICATION . Based on the Angle Addition Principle, we see that if an angle∡U is split
into sub-angles∡U1 and∡U2, and if we know two out of the three measuresÛ1, Û2, Û, then the
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third measure can obviously found either doing anaddition as in (1.1.21), or asubtraction, for
instance:Û2 = Û− Û1.

Of course, when the angle measures (whether they use turns, degrees, or radians) are expressed
as decimals or fractions, additions and subtractions are easy to perform. The only type of arithmetic
that is a little “tricky” is the one that uses the DMS system, in which case we use the following
guidelines (see Examples 1.1.11, 1.1.12 and 1.1.13 below):
• Always try to add/subtractlike units(degrees with degrees, minutes with minutes, seconds

with second).
• When an addition results in large number,carry “chunks” of sub-units to units.
• When a subtraction results in a negative number of sub-units, borrowa “chunk” of sub-units

from units.
Example 1.1.11. Add: 30◦50′48′′ + 89◦42′15′′.
Solution. Set up our addition in columns:

30◦ 50′ 48′′

+ 89◦ 42′ 15′′

= 119◦ 92′ 63′′

Although the final answer looks OK, some quantities exceed the usual cap: when we look at
seconds, we see63′′, which exceeds60′′, so we can carry a60′′ chunk, by replacing63′′ = 1′ + 3′′,
so now the above result reads:119◦(92 + 1)′3′′ = 119◦93′3′′. Likewise, when we look at minutes,
we now see93′, which exceeds60′, so we can carry a60′ chunk, by replacing93′ = 1◦ + 33′, so
now the above result reads:(119 + 1)◦33′3′′ = 120◦33′3′′, which we regard as acleananswer.

Example 1.1.12. Subtract:100◦20′10′′ − 65◦43′21′′.
Solution. We would like to subtract seconds from seconds, and minutesfrom minutes. When

we look at seconds, we see that we would get a negative number,so we will borrow60′′ = 1′ from
the minutes, so now our subtraction looks like:

100◦20′10′′ − 65◦43′21′′ = 100◦(20− 1)′(10 + 60)′′ − 65◦43′21′′ = 100◦19′70′′ − 65◦43′21′′.

This looks fine, as far as the seconds are concerned, but with the minutes we have the same prob-
lem, so we will borrow60′ = 1◦ from the degrees, so now our subtraction looks like:

100◦19′70′′ − 65◦43′21′′ = (100− 1)◦(19 + 60)′70′′ − 65◦43′21′′ = 99◦79′70′′ − 65◦43′21′′.

and all is fine, so we can subtract in columns:

99◦ 79′ 70′′

− 65◦ 43′ 21′′

= 34◦ 36′ 49′′

Supplements and Complements
Two special types of angle pairs are identified, depending onthe sum of their measures.
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Suppose two physical angles∡U1 and∡U2 are given.
(A) We say that∡U1 and∡U2 arecomplementary, if the the sum̂U1+Û2 of their measures

if equal to the measure of aright angle.
(B) We say that∡U1 and∡U2 aresupplementary, if the the sum̂U1+Û2 of their measures

if equal to the measure of astraightangle.

CLARIFICATIONS AND ADDITIONAL TERMINOLOGY. In case (A), we say that∡U1 is com-
plementary to ∡U2 (and vice-versa,∡U2 is complementary to∡U1). Likewise, in case (B), we
say that∡U1 is supplementary to∡U2 (and vice-versa,∡U2 is supplementary to∡U1).

In practical terms, finding complements or supplements amount to an angle subtraction:
(A) To find the measure of acomplementof an angle∡U, wesubtractits measurêU from the

measure of a right angle.
(B) To find the measure of asupplementof an angle∡U, wesubtractits measurêU from the

measure of a straight angle.
(Depending on the unit we use, we can look up the measure of theright or straight angle in Table
1.1.2.)

Example 1.1.13. Find the measure of an angle that is complementary to an anglewith Û =
75◦26′33′′.

Solution. What we need to compute is, of course, the difference

90◦ − 75◦26′33′′.

We will clearly need to borrow60′ and60′′, so we will simply re-write (in “one shot”) our subtrac-
tion as:

90◦ − 75◦26′33′′ = 89◦59′60′′ − 75◦26′33′′,

which we can then easily compute in columns:

89◦ 59′ 60′′

− 75◦ 26′ 33′′

= 14◦ 33′ 27′′

When computing complements, we must of course assume that the measure of the angle we
start with does not exceed90◦. Likewise, when computing supplements, we must of course assume
that the measure of the angle we start with does not exceed180◦. With these observations in mind,
we isolate the following type of angles:

(A) A physical angle∡U is said to beacute, if its measurêU is positive and less than the
measure of a right angle.

(B) A physical angle∡U is said to beobtuse, if its supplement is acute.

This means that in terms of the measureÛ, and the unit we use, the above two types can be
chracterized as follows.

Unit “∡U is acute” “∡U is obtuse”
used means: means:
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Turn 0 turn(s)< Û < 1
4

turn 1
4

turn< Û < 1
2

turn

Radian 0 < Û <
π

2

π

2
< Û < π

Degree 0◦ < Û < 90◦ 90◦ < Û < 180◦

Table 1.1.3

Exercises
The list of problems included here is quite short. An abundant supply of exercises is found in

theK-STATE ONLINE HOMEWORK SYSTEM.

1. Find the area of a sector subtended by a central angle of60◦ is a disk of radius2 cm.

2. Given that a circle has circumference120 ft., find the length of a circular arc subtended by

a central angle that measures
π

6
[radians].

3* . The figure below depicts one of the terminals at Kansas City International Airport. The
two yellow circular arcs mark two sidewalks: the outer sidewalk is immediately outside the
terminal; the inner sidewalk is across the (circular arc) street around the parking lot.

When walking from one terminal gate to another terminal gate(both positioned on the outer
sidewalk), you have two options:

(A) walk along the outer sidewalk, or
(B) cross the street, walk on the inner sidewalk, then cross thestreet again.

Here “crossing the street” means to move along the radius of the circles, so whether you
choose option (A) or option (B), both sidewalk arcs will be subtended by one and the same
physical angle. Your task is to decide, given the radian measure θ of this physical angle,
which is your shortest walk. (HINT: Let r andR be the radii of the inner and the outer cir-
cles. Compute the distance traveled in both scenarios, in terms ofθ, r andR, and compare.
You will find that your answer does not depend onr andR!)

The following group of exercises deals with the old fashioned clock, which has two hands: the
hour hand and the minute hand.
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4. How many degrees does the minute hand travel in one hour? How many degrees does the
hour hand travel in one hour?

5. At 12:00 both hands overlap. What are the next three times when the two hands overlap?

6. At 3:00 both hands are pependicular. What are the next three times when the two hands are
perpendicular?

7. At 6:00 both hands form a straight angle. What are the next three times when the two hands
form a straight angle?

1.2 Right Triangle Trigonometry

A right triangle is a triangle in which one of the angles is is aright angle. The main features
of right triangles are summarized as follows.

Basic Properties of Right Triangles
I. A right triangle hasexactly one right angle.

II. The sidefacing the right angle, referred to as thehypotenuse, is thelongest sideof the
triangle.

III. The sides of the right angleare called thelegsof the right triangle.
IV. Pythagoras’ First Theorem. No matter what units we use, the lengthsleg1, leg2,

hypotenuse, of the three sides of a right triangle satisfy the identity:

leg21 + leg22 = hypotenuse2 (1.2.1)

V. The two angles facing the legs arecomplementary. In particular, both these angles are
acute.

hyp
otenuse

leg

leg

Figure 1.2.1

CLARIFICATION . Concerning property V above we have following important (and more com-
plete) statement:Any acute angle can be made part of a right triangle.

The Trigonometric Ratios
AssumeV is a vertex in a right triangleT , so that∡V is one of the acute angles inT . In

relation to∡V , the twolegsof the triangle are identified as follows.
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hyp
otenuse

adjacent leg

opposite
leg

V

Figure 1.2.2

(i) The legfacingV is referred to as theleg opposite to∡V .
(ii) The other leg of the triangle – the leg thatcontains the vertexV , is referred to as theleg

adjacent to∡V .
With this set-up in mind, thetrigonometric ratios of∡V are defined as follows:

Assume, as above, thatV is a vertex in a right triangleT , so that∡V is one of the acute
angles inT .

(A) Thesinus ratio of∡V is:
leg opposite to∡V

hypotenuse
.

(B) Thesecant ratio of∡V is:
hypotenuse

leg adjacent to∡V
.

(C) Thetangent ratio of ∡V is:
leg opposite to∡V
leg adjacent to∡V

.

The Trigonmetric Ratios as Functions
Usingsimilarity properties of right triangles, one can easily derive the following two important

statements.
I. If two acute angles (in two right triangles) arecongruent, then theirmatching trigonomet-

ric ratios areequal.
II. Conversely, if two acute angles (in two right triangles) have a pair of equal matching

trigonometric ratios, then they arecongruent.
When reading carefully statement I, we see that the trigonometric ratios in effectonly depend on
the measures of the acute angle. For this reason, we can view them asnumerical functions. To be
more precise, we can set up the following definitions and notations.

FACT A. If ∡V is some acute angle (in some right triangleT ), then:
(A) the numerical value of thesinus ratio of∡V only depends on the measureV̂ , and we

denote it bysin(V̂ );
(B) the numerical value of thesecant ratio of∡V only depends on the measureV̂ , and we

denote it bysec(V̂ );
(C) The numerical value of thetangent ratio of∡V only depends on the measureV̂ , and

we denote it bytan(V̂ ).
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CLARIFICATIONS. Assuming that the angle measure is presented numericallyV̂ = θ, we will
feel free to writesin(θ), sec(θ), tan(θ), instead ofsin(V̂ ), sec(V̂ ), tan(V̂ ). For instance, if we use

radiansand say, we presentθ =
π

4
, we will simply write sin

(π
4

)
, sec

(π
4

)
, tan

(π
4

)
, but when

we usedegrees, and we present the same angle measure asθ = 45◦, then we will writesin (45◦),
sec (45◦), tan (45◦).

Statement II above can now be re-phrased as follows

FACT B. If θ andθ′ are twoacuteangle measures, then the following equalities are equiv-
alent:

(A) sin(θ) = sin(θ′); (B) sec(θ) = sec(θ′);

(C) tan(θ) = tan(θ′); (D) θ = θ′.

The Trigonometric Co-Functions

So far, we have only introduced three trigonometric functions: sin, sec, andtan. There are
three more functions, which are built according to the following scheme:

If function is any one of the functionssin, sec, or tan, its associatedcofunction is defined
as

cofunction(Angle) = function(complement ofAngle).

The short-hand notations for theco-functions associated to our three trigonometric functions
are as follows: (A) cosinis denoted bycos; (B) cosecis denoted bycsc; (C) cotanis denoted
by cot.

CLARIFICATION . If we have a right triangle△VWR, with the right angle atR, then according
to the above rule, the trigonometric cofunctions ofV̂ are simply:

cos(V̂ ) = sin(Ŵ );

csc(V̂ ) = sec(Ŵ );

cot(V̂ ) = tan(Ŵ ).

We now havesix trigonometric functions of any acute angle measure. Wrapping up all we have
learned so far, these trigonometric functions are defined asfollow.

Geometric Definitions of Trigonometric Functions for AcuteAngles

Assume∡V is anacutephysical angle, in some right triangleT , which has measurêV = θ.
The six trigonometric functions ofθ are given by the following ratios:
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sin(θ) =
leg opposite to∡V

hypotenuse
; cos(θ) =

leg adjacent to∡V
hypotenuse

;

sec(θ) =
hypotenuse

leg adjacent to∡V
; csc(θ) =

hypotenuse
leg opposite to∡V

;

tan(θ) =
leg opposite to∡V
leg adjacent to∡V

; cot(θ) =
leg adjacent to∡V
leg opposite to∡V

.

hyp
otenuse

adjacent leg

opposite
leg

V
θ

Figure 1.2.3

It is pretty clear that Fact B stated earlier in this section is also true if we include co-functions.
In other words, we now have the following statement.

The Fundamental Theorem of Trigonometry for Acute Angles

If θ is anacute anglemeasure, then the value ofonetrigonometric function ofθ completely
determinesθ, and consequently the values of the other five trigonometricfunctions ofθ.

“Familiar” Values of Trigonometric Functions

Given some acute angle measureθ, how do we go about tocomputeits six trigonometric
functions? Using the Geometric definition, the most reasonable way to do this is tobuild a right
triangle, in which one of the acute angles has measureθ. (This is always possible, with the help
of the Acute Angle Theorem.) In the examples below we will follow this method, for computing
the trigonometric functions of three “familiar” angles.

Example 1.2.1. Consider the acute angle which measures45◦. When we build a right triangle
which has one of its acute angles of measure45◦, the other acute angle will also measure45◦, so
any such triangle will be anisosceles right triangle. Using Pythagoras’ First Theorem, it is easy to
derive the following well known fact:

In an isosceles right trianglethelegs have equal length, and furthermore,

hypotenuse=
√
2 · leg1 =

√
2 · leg2.
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In particular, if we denote the leg(s) byℓ, then an easy calculation of the six ratios yields

sin(45◦) =
ℓ√
2 · ℓ

=
1√
2
; cos(45◦) =

ℓ√
2 · ℓ

=
1√
2
;

sec(45◦) =

√
2 · ℓ
ℓ

=
√
2; csc(45◦) =

√
2 · ℓ
ℓ

=
√
2;

tan(45◦) =
ℓ

ℓ
= 1; cot(45◦) =

ℓ

ℓ
= 1.

Example 1.2.2. Another right triangle that is very dear to us is the so-called half of an
equilateral triangle, in which the acute angles measure30◦ and60◦. It is not hard to see that, the
sides of such a triangle obey the following pattern:

If we denote the legfacing the30◦ angleby ℓ, then:
• the legfacing the60◦ angleis

√
3 · ℓ, and

• thehypotenuseis 2 · ℓ.

So if we fix such a triangle, and its acute angles are denoted by∡V and∡W , labeled such that
V̂ = 30◦ andŴ = 60◦, then:

leg opposite to∡V = leg adjacent to∡W = ℓ;

leg adjacent to∡V = leg opposite to∡W =
√
3 · ℓ,

and then an easy calculation of the six ratios yields

sin(30◦) = cos(60◦) =
ℓ

2 · ℓ =
1

2
; cos(30◦) = sin(60◦) =

√
3 · ℓ
2 · ℓ =

√
3

2
;

sec(30◦) = csc(60◦) =
2 · ℓ√
3 · ℓ

=
2√
3
; csc(30◦) = sec(60◦) =

2 · ℓ
ℓ

= 2;

tan(30◦) = cot(60◦) =
ℓ√
3 · ℓ

=
1√
3
; tan(60◦) = cot(30◦) =

√
3 · ℓ
ℓ

=
√
3.

The “Holy Grail” of Trigonometry
We use the above title to designate a collection of formula packages that will ultimately allow

us to compute values of trigonometric functions. Starting from this section, we are going to adopt
the following:

“Lazy” Notation Conventions

Wheneverthere is no danger of confusion:
I. Parentheses are removed from the notations involving trigonometric functions, so instead

of writing “sin(θ)” we simply write “sin θ.”
II. Whenever we raise the value of a trigonometric function to ainteger powerp ≥ 2, we put

the exponent immediately after the function, so instead of writing “(tan θ)p” we simply
write “tanp θ.”
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The “lazy” power notation II is only reserved forpositive exponents.

The first formula package is derived directly from the Geometric Definitions.

The Reciprocal and Ratio Identities

sec θ =
1

cosθ
; csc θ =

1

sin θ
;

sin θ =
1

csc θ
; cosθ =

1

sec θ
;

sin θ =
tanθ

sec θ
; cosθ =

cot θ

csc θ
;

tan θ =
sin θ

cosθ
; cot θ =

cos θ

sin θ
;

tan θ =
1

cot θ
; cot θ =

1

tan θ
.

Using these identities, we can easily derive our next formula package which expressed various
functions asproducts.

Product Identities

sin θ = tanθ · cosθ; cosθ = cotθ · sin θ;
tanθ = sin θ · secθ; cotθ = cosθ · csc θ.

Our next formula package comes directly from Pythagoras’ Theorem, and is named after him.

The Pythagorean Identities

sin2θ + cos2θ = 1; (1.2.2)

1 + tan2θ = sec2θ; (1.2.3)

1 + cot2θ = csc2θ. (1.2.4)

CLARIFICATIONS. The identity (1.2.2) follows immediately from Pythagoras’ First Theorem
by dividing both sides of (1.2.1), which gives:

[
leg1

hypotenuse

]2
+

[
leg2

hypotenuse

]2
= 1. (1.2.5)

Upon multiplying the above identity by

[
hypotenuse

leg1

]2
we get:

1 +

[
leg2
leg1

]2
=

[
hypotenuse

leg1

]2
, (1.2.6)

which will clearly give (1.2.3) and (1.2.4).

The Pythagorean Identities are often employed in the directcomputations that are based on the
following formula package.
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The Derived Pythagorean Identities for Acute Angles

Assumingθ is anacute anglemeasurement, the following equalities hold:

cosθ =
√
1− sin2 θ; sin θ =

√
1− cos2 θ;

secθ =
√
1 + tan2 θ; csc θ =

√
1 + cot2 θ;

tanθ =
√
sec2 θ − 1; cot θ =

√
csc2 θ − 1;�

The Derived Identities are obtained from the Pythagorean Identities by adding or subtracting
terms from both sides. For example, if we subtractsin2 θ from both sides of (1.2.2) we would get

cos2 θ = 1− sin2 θ. (1.2.7)

If we want to solve forcosθ, we see that the type of equation we are dealing with is a power
equation of the form

?2 = number, (1.2.8)

which in general hastwo solutions: ? = ±
√

number, so in principle, the correct way to solve
(1.2.7) would be:

cos θ = ±
√

1− sin2 θ.

However, since we only limit ourselves toacuteangles,cosθ will be positive, thus the only valid
solution will be the one that uses the+ sign. BOTTOM L INE: As presented here (without±), the
Derived Pythagorean Identitiesare valid only for acute angles!

The same phenomenon (when the only valid solution of an equation like (1.2.8) is the one with
+ sign) occurs when we deal with the following geometric versions of the above identities.

The Derived Geometric Pythagorean Identities

hypotenuse=
√

leg21 + leg22; (1.2.9)

leg1 =
√

hypotenuse2 − leg22; (1.2.10)

leg2 =
√

hypotenuse2 − leg21. (1.2.11)

Computing Values of Trigonometric Functions
The main reason the “Holy Grail” is so significant for us is thefact that it allows us the solve

the following type of question.

Basic Trigonometry Problem. Givenoneof the valuessin θ, cos θ, tan θ, cot θ, sec θ,
csc θ, find theother five values.

Presently, we will address this question under the additional assumption thatθ is anacute angle
measure.

CLARIFICATIONS. Of course, by the Fundamental Theorem of Trigonometry for Acute An-
gles, we know in fact that one of the six values listed above does in factdetermineθ completely,
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but at this time we do not know exactly how this is done. The waywe should understand this
statement at this point is to simply say that:knowing one of the valuessin θ, cos θ, tan θ, cot θ,
sec θ, csc θ, for an acute angle measureθ, is as good as knowingθ itself. We regard this type of
thinking as describing anglesimplicitly . So if you are told for instance thatcosθ = 0.7, you know
pretty much everything aboutθ, except possibly for the value ofθ itself. However, what you know
aboutθ is enough for computing all other five values of the trigonometric functions ofθ.

Depending on personal taste and preference, the Basic Trigonometry Problem (for acute angle
measures) can be solved by two methods.

Algebraic Method for Solving the Basic Trigonometry Problem for Acute Angles

I. The value of one of the unknown five functions is the reciprocal of the value of the given
function. Compute it!

II. Using either the given value, or the one computed in the previous step, compute the
value of another one of the unknown functions, using one of the Derived Pythagorean
Identities.

III. Upon completing steps I and II you would have the values of three (of the six) trigono-
metric functions. The remaining three values are obtained using either the Recipro-
cal/Ratio Identities, or the Product Identities.

Example 1.2.3. Supposeθ is an acute measure angle, andsin θ =
5

13
. We will find the

remaining five values, using the three steps from the Algebraic Method.

I. Using reciprocals, we immediately findcsc θ =
1

sin θ
=

13

5
.

II. Using the derived Pythagorean Identities, we can compute

cos θ =
√
1− sin2 θ =

√
1−

[
5

13

]2
=

√
1− 25

169
=

=

√
169

169
− 25

169
=

√
169− 25

169
=

√
144

169
=

√
144√
169

=
12

13
.

III. Find the remaining three values using reciprocals and products:

sec θ =
1

cos θ
=

13

12
;

tan θ = sin θ · sec θ =
5

13
· 13
12

=
5 · 13
13 · 12 =

5

12
;

cot θ =
1

tan θ
=

12

5
.

The second method for solving our problem is based on the geometric approach, which requires
that you “cook up” a triangle.
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Geometric Method for Solving the Basic Trigonometry Problem for Acute Angles

I. Use the given value of one trigonometric function ofθ to build a right triangleT , in
which one trigonometric ratio of one acute angle∡V matches the given value. Your
triangle will have two sides already given by matching. (By the Fundamental Theorem
of Trigonometry, this angle is guaranteed to have measureV̂ = θ!)

II. Find the third side in the right triangleT .
III. Compute all other five missing values using the Geometric Definition, which presents

each one of them as a trigonometric ratio.

Example 1.2.4. Let us redo Example 1.2.3 using the Geometric Method.
I. We need to build some right triangleT which has an acute angle∡V with sinus ratioequal to

5

13
. By the definition of the sinus ratio, we can certainly build such a triangle, by prescribing





leg opposite to∡V = 5
hypotenuse= 13
leg adjacent to∡V = (unknown)

II. Using the Derived Geometric Pythagorean Identities it follows immediately that

leg adjacent to∡V =
√
132 − 52 =

√
169− 25 =

√
144 = 12.

III. Using the Geometric Definitions, the missing values are:

cos(θ) =
leg adjacent to∡V

hypotenuse
=

12

13
; sec(θ) =

hypotenuse
leg adjacent to∡V

=
13

12
;

csc(θ) =
hypotenuse

leg opposite to∡V
=

13

5
; tan(θ) =

leg opposite to∡V
leg adjacent to∡V

=
5

12
;

cot(θ) =
leg adjacent to∡V
leg opposite to∡V

=
12

5
.

YOUR CALL! When comparing the two methods, the only difference is that one method used
fractions, while the other one did not. Other than that, withbot methods we ended playing with the
same numbers:25, 169, 144 and their square roots. The author of this text prefers the Algebraic
Method.�

In the preceding Example(s) all answers were left in fraction form. These are the preferred
forms, since they giveexact values. As we have seen already when we computed the trigonometric
functions of the “familiar” angles, we also used exact values, in that case using radicals.

Example 1.2.5. Supposeθ is an acute measure angle, andsec θ = 3. We will find the
remaining five values, using the three steps from the Algebraic Method. (If you are so inclined, try
it also with the Geometric Method!)

I. Using reciprocals, we immediately findcos θ =
1

sec θ
=

1

3
.

II. Using the derived Pythagorean Identities, we can compute

tan θ =
√
sec2 θ − 1 =

√
32 − 1 =

√
9− 1 =

√
8 = 2

√
2.
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III. Find the remaining three values using reciprocals and ratios:

cot θ =
1

tan θ
=

1

2
√
2
;

sin θ =
tan θ

sec θ
=

2
√
2

3
;

csc θ =
1

sin θ
=

3

2
√
2
.

Exercises
In Exercises 1–6 we assume that△ABC is a right triangle, with the right angle atA. You are

asked to find all six trigonometric functions of̂B andĈ, depending on the given information in
each Exercise. Useexact values. (We also assume a length unit is fixed, so all lengths are given in
“lazy” notation, without specifying this unit.)

1. AB = 3, AC = 4.

2. AB = 3, BC = 4.

3. AC = 3, BC = 4.

4* . AB = 1, BC = x, with x > 1. Your answers should be algebraic expressions inx.

5* . BC = 1, AB = x, with 0 < x < 1. Your answers should be algebraic expressions inx.

6* . AB = 3, AC = x, with x > 0. Your answers should be algebraic expressions inx.

In Exercises 7–14 we assume thatθ is an acute angle measure. Based on the given information
in each Exercise, you are asked to find all six trigonometric functions ofθ. Useexact values.

7. sin θ =
2

5
.

8. cosθ =
8

17
.

9. tan θ =
24

7
.

10. cot θ = 5.

11. sec θ =
5

3
.

12. csc θ =
√
5.

13* . sec θ − tan θ =
1

2
. (HINT: Factorsec2 θ − tan2 θ. and “play” with the Pythogorean

Identities. You should be able to get the value forsec θ + tan θ.)
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14* . sin θ + csc θ =
11

10
. (HINT: Write the given information as an equation insin θ.)

1.3 Solving Right Triangles

In this section we illustrate how Trigonometry provides us with effective tools for solving a
key problem in triangle geometry. With what we have learned so far, at this point we are only able
to treat right triangles. The case of general triangles willbe treated in Chapter 3.

The Problem
What we call thesix elementsof a triangle are:
(A) thephysical lengthsof the three sides;
(B) themeasuresof the three angles.

With this terminology, tosolve a trianglemeans tofind all its six elements. What will be made
pretty clear here (as well as in Chapter 3, where we treatgeneraltriangles) is that the following
statement is always true.

Triangle Solving Principle

A triangle can always be solved, giventhreeof its elements,at least one being the length of
a side.

CLARIFICATION . When dealing withright triangles, one element – the right angle measure –
is already given. As it turns out, in this case, it is not in fact necessary to specify all three sides,
because using Pythagoras’ Theorem, knowing two of them automatically gives the third one. So,
when dealing with right triangles, the above statement admits the following concrete formulation.

Right Triangle Solving Principle

A right triangle can be solved, in either one of the followingtwo cases.
I. The length of one side, together with the measure of one acuteangleare given.

II. The lengths of two sidesare given.

Case I will be referred to using the phraseSide-Angle; case II will be referred to using the
phraseSide-Side.

The methods employed in solving right triangles depend on the case (Side-Angle or Side-Side),
as we shall see shortly. However, there are a few common threads, which we summarize in the
following list of suggestions.

TIPS:
(A) Once two sides are found (or given), the third one can be foundusing the Derived Ge-

ometric Pythagorean Identities. (See formulas (1.2.9), (1.2.10) and (1.2.11) discussed
in Section 1.2.)

(B) Once the measure of one acute angle is found (or given), the measure of the second
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angle can be found usingcomplements. (If we use degrees, we subtract from90◦; if we

use radians, we subtract from
π

2
.)

(C) For all other calculations involving trigonometric functions, we use their Geometric
Definitions as ratios. Thepreferredfunctions aresin, cos, andtan.

(D) For all numerical computations, we use the six basic calculator functions: sin ,

sin-1 , cos , cos-1 , tan , tan-1 .

Both here, as well as in Chapter 3, we will use the following:
LABELING CONVENTION. The vertices of a triangle are labeled using uppercase letters, such

asA, B, C, etc., thus the angle measures are written asÂ, B̂, Ĉ, etc. The lengths of the sides are
labeled using lowercase letters, such asa, b, c, etc., according to the following letter-matching rule:
Any lowercase letter designates the length of the side that faces the vertex labeled by the matching
uppercase letter.

A

a

B

b

C

c

Figure 1.3.1

For example, if we have a triangle△ABC, the lowercase letters denote the physical lengthsa =
BC, b = AC andc = AB.

The Side-Angle Case
Given one side and one acute angle, we solve a right triangle using the following steps.

Method for Solving the Side-Angle Problem for Right Triangles

I. Find theother acute angleusingcomplements.
II. Find theunknown sides, using aproportion equationsconstructed using the Geometric

Definition of two (preferred) trigonometric functions of one of the two acute angles
whichinvolve the given side and an unknown side.

II’. If desired, find onlyone unknown sideusing step II, then find thesecond unknown side
usingPythagoras’ Theorem(see formulas(1.2.9), (1.2.10)and (1.2.11)from section
1.2.).

CLARIFICATION . When working on Step II, we will encounterproportion equationsof the
form “ratio = number,” in which the unknown quantity may be either the numerator,or the
denominator. In order to solve such equations, we will use one of the following “recipes” that use
equivalent forms of proportions:



CHAPTER 1. TRIGONOMETRY FOR ACUTE ANGLES 25

A. To solve an equation of the form
?

#
= number, wemultiply: ? = # · number.

B. To solve an equation of the form
#

?
= number, wedivide: ? =

#

number
.

Example 1.3.1. Suppose△ABC hasÂ = 90◦, B̂ = 40◦ anda = 2 cm.

a
=
2 cm

c =?

b =?

B A

C

40◦

?

Figure 1.3.2

We solve the triangle, following the two-step method.
I. The other acute angle∡C, is complementary to∡B, so its measure is:̂C = 90◦ − B̂ =

90◦ − 40◦ = 50◦.
II. To find the remaining two sidesb andc, we seek twotrigonometric functions of̂B (among

thepreferredones), to which the given sidea “contributes.” At this point, we note that:
• the given sidea = 2 cm is facing the right angle∡A, so it is thehypotenuse;
• the unknown sideb is theleg opposite to∡B;
• the unknown sidec is theleg adjacent to∡B.

Based on these observations, the functions we identify are

sin B̂ =
b

a
and cos B̂ =

c

a
,

so our proportion equations are:

b

2
= sin 40◦ and

c

2
= cos 40◦.

Using equivalent forms of these proportion equations, we immediately get

b = 2 · sin 40◦ ≃ 1.285575219 cm,

c = 2 · cos 40◦ ≃ 1.532088886 cm.

These calculations were done on a TI-84 calculator, on whichwe typed:

2 ∗sin(40)
1.285575219

2 ∗cos(40)
1.532088886
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Make sure you set your calculator to work in degrees!

Example 1.3.2. Suppose△ABC hasÂ = 31◦23′, B̂ = 90◦ anda = 5.6 cm.

c =
?

b =?

a
=
5.6

cm
A C

B

31◦23′ ?

Figure 1.3.3

We solve the triangle, again following the two-step method.
I. The other acute angle∡C, is complementary to∡A, so its measure is:̂C = 90◦ − Â =

90◦ − 31◦23′ = 58◦37′.
II. To find the remaining two sidesb andc, we seek twotrigonometric functions of̂A (among

thepreferredfunctions), to which the given sidea “contributes.” Note that:
• the given sidea = 2 cm is theleg opposite to∡A
• the unknown sideb is facing the right angle∡A, so it is thehypotenuse;
• the unknown sidec is theleg adjacent to∡A.

Based on these observations, the functions we can use are

sin Â =
a

b
and tan Â =

a

c
,

so our proportion equations are:

5.6

b
= sin(31◦23′) and

5.6

c
= tan(31◦23′).

Using equivalent forms of these proportion equations, we immediately get

b =
5.6

sin(31◦23′)
≃ 10.7534868 cm,

c =
5.6

tan(31◦23′)
≃ 9.180276592 cm,

When doing these calculations on a TI-84 calculator, we typed:

5.6/sin(31+23/60
)

10.7534868
5.6/tan(31+23/60
)

9.180276592
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Notice that, in order to avoid error compounding, each calculation was carried on in “one shot,”
so for the trigonometric functions (sin andtan) of 31◦23′ were we typedsin(31+23/60) and
tan(31+23/60).

The Side-Side Case

When solving a right triangle given two sides, we will have touse three new calculator func-
tions:1 sin-1 , cos-1 , and tan-1 . The way these calculator functions work (which is consis-
tent with the Fundamental Theorem of Trigonometry for AcuteAngles) is summarized as follows:

THE INVERSE TRIGONOMETRIC CALCULATOR FUNCTIONS. Assumenumber
is some positive number.
(A) If number< 1, the result of sin-1(number) is the unique acute angle measure,

which is a solution of the equation:

sin ? = number. (1.3.1)

(B) If number< 1, the result of cos-1(number) is the unique acute angle measure,
which is a solution of the equation:

cos ? = number. (1.3.2)

(C) The result oftan-1(number) is theunique acute angle measure, which is a solution
of the equation:

tan ? = number. (1.3.3)�
Statements (A) and (B) are only true, if number< 1. This issue will be revisited in

Chapter 2, where these calculator functions will be thoroughly investigated, along with the basic
trigonometric equations (1.3.1), (1.3.2), (1.3.3).

Given two sides, we solve a right triangle using the following steps.

Method for Solving the Side-Side Problem for Right Triangles

I. Find one of theunknown acute angles, by:
• computing one of its (preferred) trigonometric function asa ratio put together using

the given sides, then
• solve the associated basic trigonometric equation – one of the form(1.3.1), or (1.3.2),

or (1.3.3)– using the appropriateinverse trigonometric calculator function.
II. Find the remaining elements (the other acute angle and the third side) using the steps

given in theSide-Angle Problem.

Example 1.3.3. Suppose△ABC hasÂ = 90◦, a = 12.3 cm andb = 7.5 cm.

1 On a TI-84, these functions are accessed using “2ND sin ,” “ 2ND cos ,” and “ 2ND tan .” On other

brands instead of2ND , one uses theINV key.
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a =
12
.3

cm

c =?

b = 7.5 cm

B A

C

?

?

Figure 1.3.4

We solve the triangle, following the method outlined above.
I. The first given side isa, which faces the right angle, soa = 12.3 cm is thehypotenuse. The

second given side isb = 7.5 cm, which is theleg opposite the acute angle∡B, so using these two
sides, we can set

sin B̂ =
b

a
=

7.5

12.3
,

and then, using thesin-1 function on the calculator (see below) we getB̂ ≃ 37.57186932◦.
II. The other acute angle∡C, is complementary to∡B, so its measure is:

Ĉ = 90◦ − B̂ ≃ 90◦ − 37.57186932◦ ≃ 52.42813068◦.

To find the third sidec, which is aleg, we can use (for a nice computation flow) the sine of the
angleĈ which we just found

sin Ĉ =
c

a
,

which becomes
sin 52.42813068◦ =

c

12.3
,

from which by cross-multiplication we get:

c = 12.3 · sin 52.42813068◦ ≃ 9.748846086 cm.

,
The three calculations above were done on a TI-84 by typing:

sin-1(7.5/12.3)
37.57186932

90-Ans
52.42813068

12.3*sin(Ans)
9.748846086

Example 1.3.4. Suppose△ABC hasĈ = 90◦, a = 6 cmandb = 8 cm.
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c =
?

b = 8 cm

a = 6 cm

A C

B

?

?

Figure 1.3.5

Again, follow the method outlined above.
I. The two given sidesa andb are bothlegs. Sincea = 6 cm, which is theleg opposite to∡A,

andb = 8 cm, which is theleg adjacent to∡A, so using these two sides, we can set

tan Â =
a

b
=

6

8
,

and then, using thetan-1 function on the calculator, we get̂A ≃ 36.86989765◦.
II. For a change, we choose to find the missing sidec using the Pythagorean formula (1.2.9):

c = hypotenuse=
√

leg12 + leg22 =
√
62 + 82 =

√
100 = 10 cm.

The other acute angle∡B, is complementary to∡A, so its measure is:

B̂ = 90◦ − Â ≃ 90◦ − 36.86989765◦ ≃ 53.13010235◦.

Applications
With the techniques we developed up to this point, we are now able to solve a variety of

problems, many of which have real life applications. The types of problems we are going to
explore are what young students describe as “word problems.” Since the phrase “word problem”
appears a bit inappropriate to describe what is going on, we prefer to replace it with the phrase:
“practical problem.”

TIPS/STEPS FOR SOLVING PRACTICAL PROBLEMS.
(A) Draw a picture or diagram.
(B) Name (using symbols) all unknown quantities.Don’t be modest! Use a lot of letters!
(C) Write down all algebraic relations that link the given and the unknown quantities.

Many of these relations are obtained byidentifying all the right trianglesthat the pic-
ture/diagram produces. Upon completing this step, you should have only anALGEBRA

PROBLEM to “play with.”
(D) Make a plan on how to solve yourALGEBRA PROBLEM, and execute your plan!
(E) Carefully write down you answer,as demanded by the problem. (For instance, if you

are asked to find alength, specify the units!)
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Example 1.3.5. A radio 100 ft tower tower is anchored with several wires, which are attached
to the top and form a35◦ angle, as shown in the picture below (where only one anchor isshown;
in real life, at least three such anchors are needed):

w
=
?

d = ?

h = 100 ft35◦

Figure 1.3.6

We are asked to determine the length of each wire, as well as the distance from the base of the
tower to the point where the wire(s) are anchored in the ground.

Solution. As the tower is vertical, the above diagram reveals a right triangle, which has an acute
angle (which we may call∡V , if we like) measuring35◦, to which the three sides are related as
follows:
• the sideh = 100 ft (the height of the tower) represents theleg adjacent to∡V ;
• the side labeledd (the distance from the base of the tower to the anchor point onthe ground)

represents theleg opposite to∡V ;
• the side labeledw (the length of the wire) represents thehypotenuse.

Clearly, this looks like a Side-Angle Problem, so we can set two trigonometric functions of̂V =
35◦ as

cos V̂ =
h

w
and tan V̂ =

d

h
,

so when we replace all given numbers we get our ALGEBRA PROBLEM:




100

w
= cos 35◦

d

100
= tan 35◦

(1.3.4)

All we need now is to solve the ALGEBRA PROBLEM, which should be pretty easy in this situation:
we findw by division; we findd by multiplication:

w =
100

cos 35◦
≃ 122.0774589 ft.

d = 100 · tan 35◦ ≃ 70.02075382 ft.
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So our complete answer is:we need approximately122 ft. for each wire anchor, and each wire is
anchored at about70 ft from the base of the tower.

Trigonometry has numerous applications insurveying. Essentially what a surveyor is capable
to do is tomeasureanglesbetween variouslines of sightand thelevel line.

elevated line of sight

depressed line of sight

horizontal
(level) line

← angle of elevation

← angle of depression

Figure 1.3.7

Depending on the position of the line of sight with respect tothe level line, the angles measured
are either called
• angles of elevation, if the line of sight isabovethe level line, or
• angles of depression, if the line of sight isbelowthe level line.

Example 1.3.6. Assume we have tower, on top of which a 20 ft antenna sits, as shown in the
picture below. From an observation point on ground level, wemeasure the angles of elevation to
the bottom and to the top of the antenna, and our measurementsread26.6◦ and32◦.

26.6◦
32◦

←20 ft

Figure 1.3.8

Based on these two measurements, we can in fact compute both the heightx of the tower and the
distancey from the observation point to the base of the tower.

To see how we do this, we start off by breaking up our original figure into two separate right
triangles, depicted below.

26.6◦ 32◦

y y

x x+ 20
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Figure 1.3.9

The left triangle includes the elevation angle to the bottomof the antenna, so we can write:

x

y
= tan 26.6◦. (1.3.5)

The triangle on the right includes the elevation angle to thetop of the antenna, so the leg opposite
to the32◦ angle is longer thanx, because we must add20 (ft) that accounts for the height of the
antenna, so now we can write:

x+ 20

y
= tan 32◦. (1.3.6)

By transforming now both equations (1.3.5) and (1.3.6) using multiplication, we reach our ALGE-
BRA PROBLEM, which now looks like asystem of equations:





x = y · tan 26.6◦

x+ 20 = y · tan 32◦
(1.3.7)

To solve this system we plan to do the following:
(i) Subtract first equation from the second, so we will eliminatex. This will produce and

equation with only one unknowny, which we can solve.
(ii) After we find y, we use the first equation to computex.

Let us now execute the above plan. Upon subtracting first equation from the second equation, we
will get

20 = y · tan 32◦ − y · tan 26.6◦ = y · (tan 32◦ − tan 26.6◦),

which looks like:20 = y · number, so we can findy by division:

y =
20

tan 32◦ − tan 26.6◦
≃ 161.1517137 ft.

Using this value, we can computex:

x = y · tan 26.6◦ = 20

tan 32◦ − tan 26.6◦
· tan 26.6◦ ≃ 80.6987669 ft.

These calculations above were done on a TI-84 by typing:

20/(tan(32)-tan(
26.6))

161.1517137
Ans ∗tan(26.6)

80.6987669

(Notice that we did our computations in “one shot,” which is always a good practice, when we
need to worry about precision.)

So our complete answer is:the tower is approximately161 ft. tall, and the observer is at about
81 ft from the base of the tower.
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Exercises
The list of problems included here is quite short. An abundant supply of exercises is found in

theK-STATE ONLINE HOMEWORK SYSTEM. Except for Exercise 10,round all your answers to
three decimal places.

1. From an observation point 10 meters above ground level, a surveyor measures the depression
angle to an object on the ground and the measurement reads20.5◦. Find the distance from
the object to the point directly beneath the observation point.

2. Suppose an amateur radio enthusiast wants to build a smallradio tower, which needs to be
anchored at an angle of40◦. As in Example 1.3.5, the angle referred to here is the angle
formed by the tower and the anchor wire. Given that, three anchors are needed, and 345 ft
of wire are available, how tall can the radio tower be?

3. From an observation point on the ground,500 yards from a launching site of a weather
balloon, an observer measures the angles of elevation of theballoon at two different times:
1 minute after launch, and2 minutes after launch. At the1-minute mark, the measure-
ment reads19.2◦; at the2-minute mark, the measurement reads24.7◦. Estimate the vertical
distance traveled by the balloon between the1- and the2-minute marks.

4. From an observation point on the ground, the angle of elevation to the top of a very tall tree
measures50◦.

10 ft
50◦ 27◦

Figure 1.3.10
We move10 ft further away from the tree and measure again the angle of elevation to the
top of the tree, which now shows27◦. How tall is the tree?

5. Suppose you live in Manhattan KS and one day in June at 10 a.m. you look at the Sun
(with some special protective glasses!) and measure its angle of elevation, which reads39◦.
(Since the Sun is very very far, this reading will be the same for everybody in Manhattan.)
Assuming you have a 20 ft flag-pole, find the length of its shadow.

Right triangles appear naturally as “halves” of isosceles triangles, so they can be used for
solving such triangles. Exercises 6-8 illustrate this technique.

6. Solve the triangle△ABC, givena = b = 10 cm, andĈ = 40◦. (HINT: Let M be the
midpoint ofAB. Solve theright triangle△AMC.)

7. Solve the triangle△ABC, givena = b = 7 cm, andÂ = 62◦. (Same hint as above.)
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8. Solve the triangle△ABC, givena = b = 10 cm, andc = 8 cm. (Same hint as above.)

9. From an observation pointP on the ground, you are looking at a spherical balloon of 1 foot
radius flying in the air, and you are able to measure the angle between the lines of sight of
both “ends” as shown below.

P

C

1 ft

4◦

Figure 1.3.11
If your measurement reads4◦, how close is the balloon to you? Compute first the distance
PC from the observation point to the center of the balloon, thensubtract the radius.

With very few exceptions, when computing values of trigonometric functions of angles, we
always have to rely on a calculator. At the same time, we know there are certain angles, such as
30◦, 45◦, and60◦, for which we can compute the values of the trigonometric functionsby hand,
thus we can computeexact values. The Exercise below outlines the calculation of theexact values
of the trigonometric functions of15◦.

10* . Start with a squareABCD with side1 inch. Then build an equilateral triangle△ABP ,
whereP sits inside the square. LetM be the midpoint ofAB and letN be the midpoint of
CD.

A B

D C

M

N

P

Figure 1.3.12
The three pointsM , N andP all sit on a line, which is perpendicular to bothAB andCD,
so we have four right triangles:△AMP , △BMP (both being halves of the equilateral
triangle△APB), and△CNP ,△DNP .

(i) Find the angles of the isosceles△PBC. (You already know the anglêB = 30◦.)
(ii) Find the angles in the right triangle△PCN .
(iii) Solve the right triangle△PMB. Useexact values.
(iv) Find theexact valueof PN = MN − PM . Since you also know thatNC = 1

2
, you

can now also find theexact valueof PC.
(v) Write down theexact valuesof the trigonometric functions of the anglêC from△PCN .



Chapter 2

Trigonometry Beyond Acute Angles

In this Chapter we extend the trigonometric functions beyond acute angle measures, and we
study them in detail, by focusing on their algebraic features.

2.1 Basic Notions of Analytic and Vector Geometry

In preparation for our next development of Trigonometry, weneed to set up the adequate Ge-
ometry framework, which in our case is what we callAnalytic Geometry. In a nutshell, our goal is
to do Geometry in coordinates.

Rectangular and Square Coordinate Systems
We construct arectangular coordinate systemin the plane as follows:
• we fix two perpendicular lines, the intersection of which we call theorigin;
• we “coordinatize” each line2 with the help aunit length, such thatthe origin has coordinate

zero on both lines.
With this set-up, our two lines are referred to as thecoordinate axes. It is customary to designate
one of the lines as thex-axis, and the other one as they-axis. (It is up to us to decide what symbols
we use: we do not always have to stick tox andy. It is also up to us to decide which line is
responsible for which coordinate.)

Assuming all this set-up, thecoordinatesof a pointP in the plane are obtained as follows:

P (a, b)

a x

b

y

Figure 2.1.1

(A) We take the (unique) line throughP , which isperpendicular to thex-axis, and pick up the
point where this line intersects thex-axis. The coordinate on this point (on thex-axis) is
what we call thex-coordinate ofP .

2 To “coordinatize” a lineL using a lengthunit means to establish a1-1 correspondencebetween the points onL
and the set of all real numbers, called thecoordinate correspondence, so that for any two pointsA andB on L , we
have the equlity:dist(A,B) =

∣∣(coordinate ofA)− (coordinate ofB)
∣∣units.

35
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(B) We take the (unique) line throughP , which isperpendicular to they-axis, and pick up the
point where this line intersects they-axis. The coordinate on this point (on they-axis) is
what we call they-coordinate ofP .

As shown in Figure 2.1.1, we specify both coordinates ofP using ordered pairsof real num-
bers. Conversely, given any ordered pair(a, b), there is exactly one point that has this pair as its
coordinates.�

The length units used for “coordinatizing” the axes need notbe the same! For example,
when we use a graphing calculator such as the TI-84, in the “standard” graphing mode, the length
unit on they-axis is slightly smaller than the one used on thex-axis. (Roughly, in “standard” mode
they-axis unit is2/3 of thex-axis unit.) In case when we use thesame length unit on both axes,
we say that our coordinate system is asquare coordinate system. (On a graphing calculator, this
can be obtained using the “square” display mode.)

Square coordinate systems are particularly useful, because they allow us to computedistances.

The Distance Formula in Square Coordinates

Assume a common lengthunit is used for building asquare coordinate system. Given two
points, written in coordinates asP1(x1, y1) andP2(x2, y2), the physical distance between
them is:

P1P2 =
√

(x1 − x2)2 − (y1 − y2)2 units. (2.1.1)

Using coordinates, we can describe various sets of points inthe plane usingequations in two
variables, which are presented in the form

Expression inx andy = Expression inx andy.

For example, using the Distance Formula in Square Coordinates, we have the following coor-
dinate equation forcircles.

The Equation of a Circle in Square Coordinates

Assume a common lengthunit is used for building asquare coordinate system. Given a
point written in coordinatesZ(a, b), and some positive real numberr, the equation of the
circle of radiusr units, centered atZ, is:

(x− a)2 + (y − b)2 = r2. (2.1.2)

Example 2.1.1. Assume we work in a square coordinate system. Consider the equation:

4x2 − 8x+ 4y2 + 6y = 6. (2.1.3)

As it turns out, this equation does represent a circle. To seehow this comes about, we are going to
form two groups in the left-hand side of the given equation:

[
4x2 − 8x︸ ︷︷ ︸

(I )

]
+
[
4y2 + 6y︸ ︷︷ ︸

(II )

]
= 6, (2.1.4)
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and to work on each of the two expressions individually, using theeasy square completion identity:

at2 + bt+ c = a

(
t+

b

2a

)2

− D

4a
. (2.1.5)

In formula (2.1.5), the symbolt designates somevariable, andD = b2−4ac is thediscrimininant.
In (I), the leading coefficient is4, the middle coefficient is−8 (and the constant term is0), so

the discriminant isD = (−8)2 = 64, so after completing the square, this expression is

4x2 − 8x = 4

(
x+

−8
2 · 4

)2

− 64

4 · 4 = 4(x− 1)2 − 4. (2.1.6)

In (II ), the leading coefficient is4, the middle coefficient is6 (and the constant term is0), so
the discriminant isD = 62 = 36, so after completing the square, this expression is

4y2 + 6y = 4

(
y +

6

2 · 4

)2

− 36

4 · 4 = 4

(
y − 3

4

)2

− 9

4
. (2.1.7)

When go back to (2.1.4) and replace (I) and (II ) using the above two identities, the equation
becomes:

4(x− 1)2 − 4︸ ︷︷ ︸
(I )

+4

(
y +

3

4

)2

− 9

4︸ ︷︷ ︸
(II )

= 6.

We now add4 +
9

4
to both sides, so our equation becomes:

4(x− 1)2 + 4

(
y +

3

4

)2

= 4 +
9

4
+ 6. (2.1.8)

Will continue to transform the above equation, first by simplifying the right-hand side

4 +
9

4
+ 6 = 10 +

9

4
=

40

4
+

9

4
=

49

4
,

so now the equation (2.1.8) reads:

4(x− 1)2 + 4

(
y +

3

4

)2

=
49

4
. (2.1.9)

Finally, when we divide all terms in this equation by4, we get an equation that matches perfectly
with (2.1.2):

(x− 1)2 +

(
y +

3

4

)2

=
49

16

l l l
(x− a)2 + (y − b)2 = r2

(2.1.10)
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The above match yieldsa = 1, b = −3
4

, andr2 =
49

16
, thus3 r =

√
49

16
=

√
49√
16

=
7

4
.

We conclude that the equation (2.1.3) represents acircle ofradius
7

4
units, centered at the point

Z

(
1,−3

4

)
.

◮ Now work Exercises 1-6.

Directions and Vectors
Suppose you are driving in a big flat desert, where there are noroads, but you have a good

vehicle that allows you to go from any point straight to any other point. To know “where you are”
at any given time during your trip, you use a GPS device that will show your position on a map.
The map, of course, is nothing else than a coordinate system!However, when you want to go from
one point to another, you need a sense ofdirection, for which you would need acompass. Although
these notions are intuitively quite clear, the actual mathematical definitions are quite elaborate.

Assume we have two raysr1 andr2, which emanate from pointsP1 andP2. We say that
these two rays areparallel, if they sit on two parallel linesL1 andL2. If this is the case,
then consider the lineM that passes throughP1 andP2, and depending on the positions of
the two rays relative to this line, we say that
• r1 andr2 aredirectly parallel , if they sit on the same side ofM (see Figure 2.1.2);
• otherwise, if the two rayssit on opposite sides ofM , we say thatr1 andr2 areopposite

parallel (see Figure 2.1.3).

M

P1

L1

r1

P2

L2

r2

M

P1

r1

L1

P2

L2

r2

Figure 2.1.2 Figure 2.1.3

We adapt the above definition to the case when the two rays sit on thesame line, as follows.

Assume we have two raysr1 andr2, whichboth sit on one lineL .
• We say thatr1 andr2 aredirectly aligned, if one of them is contained in the other;
• otherwise, we say that the two rays areopposite aligned.

CLARIFICATION . The figure below depicts four raysr1, r2, r3, r4, all sitting on a lineL ,
which can be paired as follows

(A) The raysr1 andr2 aredirectly aligned; likewise, the raysr3 andr4 aredirectly aligned.

3 Of course, the equationr2 =
49

16
has two solutionsr = ±

√
49

16
. However, since we are dealing withpositive

quantities, we will only choose the+ sign.
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(B) The following four pairs of rays areopposite aligned: (i) r1 andr3; (ii) r1 andr4; (iii) r2

andr3; (iv) r2 andr4.

L

r1

r2

r3

r4

Figure 2.1.4

Of course, any rayr is directly aligned to itself, and opposite aligned to the opposite rayrop.

Assume two raysr1 andr2 are given.
(A) We say thatr1 andr2 point in the same direction, if either
• r1 andr2 aredirectly parallel, or
• r1 andr2 aredirectly aligned.

(A) We say thatr1 andr2 point in opposite directions, if either
• r1 andr2 areopposite parallel, or
• r1 andr2 areopposite aligned.�

We have not really defined whatdirectionactually means! The correct way to define this
notion is to take what mathematicians callequivalence classes. Since this concept is beyond the
scope of a traditional Trigonometry course, we are going to circumvent it using the following
gadget.

A compassis acircle sitting somewhere in the plane. The main feature of the compass is that,
for any rayr in the plane, there is exactly one rayr′ on the compass, which points in the same
direction asr.

CLARIFICATIONS. A ray on the compassmeans, of course, aray that emanates from the center
of the compass. Any such ray, is completely determined by apoint on the circle.

x

yR

r
E

N

S

W

Figure 2.1.5

The figure above depicts, in the presence of asquare coordinate system, a rayr, and the point
(denoted byR) which determines the direction ofr on the compass.

Following the traditional conventions used in topography,in the presence of asquare coor-
dinate system, four particular directions are given special names as follows: the direction of the
positivex-axis is calledEast; the direction of thenegativex-axis is calledWest; the direction of
thepositivey-axis is calledNorth; the direction of thenegativey-axis is calledSouth.
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Using a compass, we can also specify any direction using the sailor’s bearing notation, which
specifies anacute angle measurefrom either North or South directiontowardseither the East or
West direction. Four such directions are depicted in Figure2.1.6 below.

N40◦E

40◦
N65◦W

65◦

S35◦W

35◦

S50◦E

50◦

E

N

S

W

Figure 2.1.6

For example, when we specify N65◦W, we mean the direction that starts North and turns65◦

towards West. What we basically doing is simplyusing the compass as a protractor.

◮ Now work Exercises 7-9.

Let us go back now to our story about driving in the desert withthe aid of a GPS and a compass.
If our GPS device is “smart enough” to tell us not only where weare on the map, but also how
to get from our current location to another point, then most likely the driving directionwill be
provided, for example, in the following form:drive 2 miles in theN65◦W direction. (Remember,
there are no streets/roads in the desert, so you only drive instraight lines between points.) This
type of driving directions are what we callvectors. The precise mathematical definitions are as
follows.

A vector in the plane is anoriented line segment−→v =
−→
AB. The endpoints of the vector are

named as follows: the (first) pointA is called thesourceof the vector; the (second) point is
called thetargetof the vector. The lengthAB is called themagnitudeof the vector, and is
denoted by

∥∥−→v
∥∥. A zero vector is one that haszero magnitude.

CLARIFICATIONS AND ADDITIONAL TERMINOLOGY. For anynon-zerovector−→v =
−→
AB,

the ray thatemanates from the sourceA and passes through the targetB is referred to as theray
supported by−→v (denoted byr in the figure below).

r

−→v
A

B

Figure 2.1.7

Thedirection of −→v is then the direction of this ray (defined, if we wish, using a compass). Using
this terminology we can always decide, for instance, if two vectors point in thesame direction, or
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in opposite directions, or if their directions form a certain angle, and so on, and soon. We will
agree thatzero vectors point in any direction.

Two vectors are said to beequivalent, if they have thesame directionandequal magnitudes.
We agree thatall zero vectors are equivalent.

CLARIFICATIONS. The figure below depicts four vectors, all pointing in the same direction
(they sit on several parallel lines, shown dotted).

−→v1

−→v2

−→v3 −→v4

Figure 2.1.8

Among these four vectors,−→v1,
−→v2 and−→v3 are equivalent, but−→v4 is not equivalent to them: although

is has same direction, is is longer (it has greater magnitude).�
When interpreting of vectors as “driving directions,” we will always thinkequivalentvec-

tors asidentical objects. This point of view is incorporated in the followinglist of statements,
which summarizes the main features of vectors. (In Rule I we recognize the definition ofvector
equivalence, which is now substituted withvector coincidence.)

The Rules of the “Vector Game”

I. Two vectorscoincide, if they have thesame directionandequal magnitudes
II. “Driving” from a point P along a vector−→v is the same asplacing a“copy” of−→v with

P as its source. Thetargetof this “copy” will be the“destination” of the drive.
−→v

−→v
P

Figure 2.1.9
III. Given a pointP , the relative position of any pointQ with respect toP is completely

characterized by the vector−→v =
−→
PQ, which we refer to as theposition vector ofQ

relative toP .
IV. If we fix a pointO in the plane (which we may callthe origin, if we like), then by taking

position vectors, relative toO, we establish a1-1 correspondencebetween theset of all
points in the planeand theset of all vectors. The position vector of the originO relative
to itself is the zero vector, which from now on we denote by

−→
0 .

Vector Arithmetic
Vectors can be stretched and reversed by devising the following operation.
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Scalar Multiplication

Assume−→v is avector, andt is somereal number. We define thet-multiple of−→v to be the
unique vector−→w , characterized as follows:
(A) Themagnitudeof −→w is: ∥∥−→w

∥∥ = |t| ·
∥∥−→v
∥∥.

(In particular, ift = 0, then−→w is the zero vector
−→
0 .)

(B) Thedirectionof −→w is, defined according to thesign oft:
• if t > 0, then−→w hassame direction as−→v ;
• if t < 0, then−→w and−→v haveopposite directions;
• if t = 0, then−→w hasany direction(because it is the zero vector

−→
0 ).

The vector−→w will be denoted simply byt−→v . As a special case, when we taket = −1, the
vector(−1)−→v will be denoted simply by−−→v , and will be called thevector opposite of−→v .

If we look for example at the vectors depicted in Figure 2.1.8, we see that−→v1 =
−→v2 =

−→v3 = t−→v4,
with t > 0. (In fact, since−→v1 is slightly shorter than−→v4, we can in fact say that we also have the
inequalityt < 1.)

Scalar multiplication is the only operation that keeps vectors “in line,” in the following sense.

Given some non-zero vector−→v , the vectors that point ineither the same, or opposite direc-
tion as−→v are exactly the scalar multiples of−→v , that is, of the form−→w = t−→v .

Vectors can also beadded, as explained in the following definition.

Vector Addition

Assume two vectors−→v1 and−→v2 are given. We define thevector sum of−→v1 with−→v2 to be the
vector−→w , constructed as follows:

−→w

−→v1

−→v2

−→v1

−→v2

−→v1

−→v2

A B

D C

Figure 2.1.10

(i) Start off with a “copy” of−→v1, placed somewhere in the plane, so that is has source at
some pointA, and targetB.

(ii) Place a “copy” of−→v2 to start atB, and letC be the target of this “copy.”
(iii) Set−→w =

−→
AC.

The result−→w of this construction is denoted by−→v1 +
−→v2.
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CLARIFICATIONS. When we think vectors as “driving directions,” the construction of the sum−→v1 +
−→v2 can be understood as follows: start somewhere, drive according to what−→v1 specifies, then

drive according to what−→v2 specifies. In other words, we travel along a path that can be described as
“−→v1 followed by−→v2.” As Figure 2.1.10 suggests (where the two copies mentioned inthe definition
are−→v1 =

−→
AB and−→v2 =

−−→
BC), we can also use the route “−→v2 followed by−→v1” (using two other

copies−→v1 =
−−→
AD and−→v1 =

−−→
DC). This explains why we always have the equality:

−→v1 +
−→v2 =

−→v2 +
−→v1.

Using Figure 2.1.10 as a guide, some folks describe the construction of the vector sum as either
being given by the so-calledTriangle Rule(because either way we complete a triangle), or being
given by the so-calledParallelogram Rule(because we can think of our construction as a way to
complete a parallelogram:ABCD).

What is not so obvious is the fact that the result of the above construction isthe same, regardless
of the point (A), where we decide to start. This will be clarified shortly in the next topic, where we
will make the connection between Vector Geometry andmatrices.

Vector Coordinates

Throughout this entire topic, we assume we have fixed a lengthunit, and all coordinate systems
we use are square.

Vector Coordinates

Given a vector−→v , the differences between matching coordinates of the endpoints of the
vector are named as follows:
• the difference

(
x-coordinate oftargetof−→v

)
−
(
x-coordinate ofsourceof−→v

)
is called

thex-coordinate−→v , or the“ run ” of −→v .
• the difference

(
y-coordinate oftargetof−→v

)
−
(
y-coordinate ofsourceof−→v

)
is called the

y-coordinate−→v , or the“ rise” of −→v .

Using the Distance Formula in Square Coordinates, one easily obtains:

The Vector Magnitude Formula in Square Coordinates

If the coordinates of a vector−→v arex andy, then its magnitude is∥∥−→v
∥∥ =

√
x2 + y2 units. (2.1.11)�

This definition of vector coordinates will be improved a little later, when we will discuss
the Position Vector Formula, and its coordinate version.

Example 2.1.2. Suppose a vector is presented as−→v =
−→
AB, with start pointA(2,−1) and

target pointB(−1, 1), at let us find the coordinates and the magnitude of−→v .
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−→v

A

2

−1

B

−1

1

Figure 2.1.11

Thex-coordinate of−→v is: x =
(
x-coordinate ofB

)
−
(
x-coordinate ofA

)
= (−1)−2 = −3. The

x-coordinate of−→v is: y =
(
y-coordinate ofB

)
−
(
y-coordinate ofA

)
= 1 − (−1) = 2. Having

the coordinates of our vector in hand, its magnitude is:

∥∥−→v
∥∥ =

√
(−3)2 + 22 =

√
13 units.

CLARIFICATION . An alternative way to computing the coordinates of a vector−→v sitting some-
where in the plane, is to consider acopy of the vector, which starts at the origin. In other words,
we seek to present−→v as theposition vector of a pointP with respect to the origin. Once the point
P is found,the coordinates of−→v coincide with the coordinates ofP . If we use this approach, then
Figure 2.1.11 can be enhanced to look like:

−→v

A

2

−1

B

−1

1−→v

P (−3, 2) 2

−3
O

Figure 2.1.12

NOTATION CONVENTION. If the coordinates of a vector−→v arex andy, then we represent−→v
as a2 × 1 matrix:

−→v =

[
x
y

]
(2.1.12)

Identifying vectors(in coordinates) with2 × 1 matricesis justified by the following fundamental
statement.
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Vector-Matrix Arithmetic Equivalence Theorem

Vector Arithmetic matches Matrix Arithmetic. More precisely:

I. If −→v =

[
x
y

]
, andt is some real number, then:

t−→v = t

[
x
y

]
=
(I )

[
tx
ty

]
. (2.1.13)

II. If −→v1 =

[
x1
y1

]
and−→v2 =

[
x2
y2

]
, then:

−→v1 +
−→v2 =

[
x1
y1

]
+

[
x2
y2

]
=
(II )

[
x1 + x2
y1 + y2

]
. (2.1.14)

CLARIFICATIONS. The equalities (I) and (II ) are exactly the formulas that we know from
Algebra, when we learned operations with matrices (see Appendix B.) Since the operations with
matrices have very nice properties, we can use them to get their vector counterparts, which are as
follows.

Properties of Vector Arithmetic

I. Associativity of Addition:
(−→u +−→v

)
+−→w = −→u +

(−→v +−→w
)
.

II. Commutativity of Addition:−→u +−→v = −→v +−→u .

III. Opposite Property:
(
−−→u

)
+−→u = −→u +

(
−−→u

)
=
−→
0 .

IV. Easy Scalar Multiplications:0−→u =
−→
0 ; 1−→u = −→u ; t

−→
0 =

−→
0 .

V. Associativity of Scalar Multiplication:s
(
t−→u
)
= t
(
s−→u
)
= (st)−→u .

VI. Distributivity over Scalar Addition:(s+ t)−→u = s−→u + t−→u .

VII. Distributivity over Vector Addition:t
(−→u +−→v

)
= t−→u + t−→v .

CLARIFICATIONS AND ADDITIONAL TERMINOLOGY. When dealing with three or more vec-
tors which are added, by the Associativity of Vector Addition (property I above), it is not necessary
to use parentheses anymore, so we can simply write long sums like: −→u +−→v +−→w .

Concerning the use of Vector Opposites, we can also omit parentheses, by defining thevector
subtraction operation:

−→u − −→v = −→u +
(
−−→v

)
.

Using2 × 1 matrix presentations of vectors,vector subtraction corresponds, of course, tomatrix
subtraction. Using vector subtraction, we can easily computeposition vectors, as follows.

Position Vector Formula

Assume some pointO is fixed in the plane. SupposeP1 andP2 are two points, and let
−→p1 =

−−→
OP1 and−→p2 =

−−→
OP2 be theirposition vectors relative to theO. Then the vector

−→v =
−−→
P1P2, which represents theposition vector ofP2 relative to theP1, is given by:
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−→v =
−−→
P1P2 =

−−→
OP2 −

−−→
OP1 =

−→p2 −−→p1. (2.1.15)

CLARIFICATIONS. If we use a square coordinate system, withO as theorigin, and we have
our two points written in coordinates asP1(x1, y1) andP2(x2, y2), then their position vectors can
be easily presented in coordinates as

−→p1 =

[
x1
y1

]
and −→p2 =

[
x2
y2

]

and our vector−→v =
−−→
P1P2 will be given in coordinates as:

−→v =
−−→
P1P2 =

−→p2 −−→p1 =

[
x2
y2

]
−
[
x1
y1

]
=

[
x2 − x1
y2 − y1

]

Example 2.1.3. Suppose we have two cars driving in the desert, both startingat some point
O. Suppose one car reached pointP1 by driving 3 miles in the N65◦W direction, and the other car
reached pointP2 by driving 2 miles in the S35◦W direction, with both cars starting fromO.

A1

B1

A2

B2

y1

x1

P1

65◦

y2

x2

P2

35◦

O

Figure 2.1.13

We are asked to compute the following vectors in coordinates: (i) the vectors−→p1 =
−−→
OP1 and

−→p2 =
−−→
OP2, which are position vectors relative toO; (ii) the vector−→v =

−−→
P1P2, which is the

position vector ofP2 relative toP1. Using these calculations, we are also asked to find the distance
between the two cars.

Solution. To find the coordinates of−→p1 we take a look at the right triangle△P1OB1, whereB1

is the projection ofP1 on they-axis (the North-South axis). Setting up the trigonometricfunctions
of the65◦ angle yields

sin 65◦ =
B1P1

OP1
=
B1P1

3
and cos 65◦ =

OB1

OP1
=
OB1

3
,

from which we can compute

B1P1 = 3 sin 65◦ and OB1 = 3 cos 65◦. (2.1.16)

If we use the ruler on they-axis, whereB1 has coordinatey1, then we know thatOB1 = |y1|, so
using (2.1.16), we get

|y1| = 3 cos 65◦.
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Since−→p1. points “upwards” (towards North), the numbery1 is positive, so the above equality
yields:

y1 = 3 cos 65◦. (2.1.17)

To get the coordinatex1, we notice first that, when we considerA1 to be the projection of ofP1

on thex-axis (the East-West axis), we clearly have a triangle congruence△P1OB1 ≡ △P1OA1,
which then yieldsOA1 = B1P1 = 3 sin 65◦. Secondly, working exactly as above, this will give us

|x1| = 3 sin 65◦.

Lastly, since−→p1. points “to the left” (towards West), the numberx1 is negative, so the above
equality yields:

x1 = − 3 sin 65◦. (2.1.18)

The coordinates of−→p2 are found exactly the same way:

x2 = − 2 sin 35◦ and y2 = − 2 cos 35◦, (2.1.19)

so our two vectors are presented in coordinates as

−→p1 =

[
−3 sin 65◦
3 cos 65◦

]
≃
[
−2.719
1.268

]
and −→p2 =

[
−2 sin 35◦
−2 cos 35◦

]
≃
[
−1.147
−1.638

]

The vector−→v =
−−→
P1P2 is now computed using the Position Vector Formula

−→v = −→p2−−→p1 =

[
−2 sin 35◦
−2 cos 35◦

]
−
[
−3 sin 65◦
3 cos 65◦

]
=

[
−2 sin 35◦ + 3 sin 65◦

−2 cos 35◦ − 3 cos 65◦

]
≃
[

1.572
−2.905

]

The distance between the two cars is the magnitude of this vector, that is,
∥∥−→v
∥∥ =

√
(−2 sin 35◦ + 3 sin 65◦)2 + (−2 cos 35◦ − 3 cos 65◦)2 ≃ 3.304 miles.

◮ Now work Exercises 10-13.

Using coordinates, one can easily decidewhen two vectors are perpendicular, as explained in
the following statement. (The outline of the proof is given in Exercise 30.)

Perpendicular Vectors Theorem

Two vectors given in coordinates as−→v1 =

[
x1
y1

]
and−→v2 =

[
x2
y2

]
, are perpendicular, if

and only if:

x1x2 + y1y2 = 0. (2.1.20)

Vectors and Lines
Throughout this entire topic, we assume we have fixed a lengthunit, together with a square

coordinate system. When dealing with points in the plane, wenow have two points of view on
them, which we will often interchange:
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Coordinates Vector

P (x, y) ←→ −→p =

[
x
y

]

Unless otherwise specified, the vector−→p that corresponds toP will always mean theposition
vector ofP relative to the origin.

Using vectors, we can quite easily “navigate” along lines. To be a bit more specific, suppose
we have a lineL , which passes through two distinct pointsP0(x0, y0) andP1(x1, y1). We wish
to characterize all pointsP (x, y) that sit on the lineL , either indirectly, or by writing down an

equation inx andy. Consider the position vectors−→p0 =

[
x0
y0

]
,−→p1 =

[
x1
y1

]
,−→p =

[
x
y

]
of our

three points, and the vectors

−→u =
−−→
P0P1 =

−→p1 −−→p0 =

[
x1
y1

]
−
[
x0
y0

]
=

[
x1 − x0
y1 − y0

]
;

−→v =
−−→
P0P = −→p −−→p0 =

[
x
y

]
−
[
x0
y0

]
=

[
x− x0
y − y0

]
.

By placing both these vectors to start atP0, we see that the condition thatP sits onL is equivalent
to the condition thatthe vectors

−−→
P0P1 and

−−→
P0P point in either the same direction, or in opposite

directions. This simply means thatwe can write−→v as a scalar multiple of−→u , meaning that−→v = t−→u , for some numbert. By replacing these two vectors with their original definitions, the
above condition reads: −→p −−→p0 = t

(−→p1 −−→p0

)
. (2.1.21)

By adding−→p0 to both sides, the above equality can be re-written as−→p = −→p0 + t
(−→p1 − −→p0

)
=−→p0 + t−→p1 − t−→p0, thus by grouping, we can also re-write (2.1.21) as:

−→p = t−→p1 + (1− t)−→p0. (2.1.22)

This way we have proved the following important statement.

Parametric Characterization of Lines

Given a lineL passing through two distinct pointsP0(x0, y0) and P0(x1, y1), a point
P (x, y) sits onL , if and only if there is some real numbert, such that

[
x
y

]
= (1− t)

[
x0
y0

]
+ t

[
x1
y1

]
(2.1.23)

Explicitly, the matrix equality (2.1.23) reads:




x = tx1 + (1− t)x0

y = ty1 + (1− t)y0
(2.1.24)

The above parametrization is particularly nice, because itcan also tell us something about the
location ofP on the line, as it relates toP0 andP1. The easiest way to understand this, is to think
t as atime variable, so ast increases from−∞ to∞, our vehicle drives at constant speed on the
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line L , passing first throughP0 at timet = 0, then passing throughP1 at timet = 1. In particular,

at t =
1

2
, we are at themidpoint ofP0P1, which will have coordinates





x =
1

2

(
x1 + x0

)

y =
1

2

(
y1 + y0

)

In vector notation, the position vector of this midpoint is simply

−→m =
1

2

(−→p1 +
−→p0

)
.

Switching things around a little bit, let us assume for the moment that only one pointP0(x0, y0)

onL is given, and instead ofP1(x1, y1) we know anon-zero vector−→u =

[
h
k

]
, which either sits

on, or is parallel toL . Such a vector is called adirection vector for L . Then our line can be
parametrized either in position vector form

−→p = −→p0 + t−→u , (2.1.25)

or in coordinates:
[
x
y

]
=

[
x0
y0

]
+ t

[
h
k

]
; (2.1.26)





x = x0 + th

y = y0 + tk
(2.1.27)

(All these formulas are easily obtained from their two-point versions, because a second pointP1

onL can be easily constructed by means of the position vector−→p1 =
−→p0 +

−→u .)�
The phrase“direction vector” (for a line) might be a bit deceiving. If for example we start

with a direction vector−→u for a lineL , then its opposite vector−−→u is again a direction vector for
the same line! Even though a line can have a lot of direction vectors,any two of them are non-zero
scalar multiples of each other.

Example 2.1.4. Consider the lineL that passes through the pointsA(1,−2) andB(3, 8), and
suppose we are asked to produce three distinct direction vectors for it. One of them is, of course,
the vector

−→u1 =
−→
AB =

[
xB − xA
yB − yA

]
=

[
3− 1

8− (−2)

]
=

[
2
10

]
.

Since all other direction vectors forL are non-zero scalar multiples of−→u1, we can construct a
second direction vector, for instance, by taking

−→u2 =
1
2
−→u1 =

1
2

[
2
10

]
=

[
1
5

]
.
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Another direction vector forL (this time pointing in the direction opposite to−→u1) can be taken,
for instance, to be:

−→u3 = −−→u2 =

[
−1
−5

]
.

The main drawback of parametric equations of lines (and manyother curves, for that matter)
is the fact that they make it difficult to check if a “candidate” point P (x, y) does or does not sit on
our line (or curve). For this reason, we seek other types of equation, in which the parameter (t, in
our case) iseliminated. Fortunately, for lines, this elimination process is easily done: in (2.1.27),
which we can also write asx − x0 = th & y − y0 = tk, we can multiply the first equation byk,
the second equation byh, making the right-hand sides in both equations equal, thus obtaining the
following.

The Line Equations

I. Point-Direction Equation. A lineL , which passes through a pointP0(x0, y0) and has
−→u =

[
h
k

]
as a direction vector, can be represented by the equation:

k(x− x0) = h(y − y0). (2.1.28)

II. Two-Point Equation. A line L , which passes through two distinct pointsP0(x0, y0)
andP (x1, y1), can be represented by the equation:

(y1 − y0)(x− x0) = (x1 − x0)(y − y0). (2.1.29)

The equation (2.1.29) follows from (2.1.28), by using the vector−→u =
−−→
P0P1 =

−→p1 −−→p0.

CLARIFICATIONS. Just about anywhere we have seen line equations before, they were pre-
sented in the form of a so-calledgeneral linear equation

ax+ by = c. (2.1.30)

Of course, either one of the equations (2.1.28) or (2.1.29) can be transformed to match (2.1.30).
For example, if we start withk(x− x0) = h(y − y0), we can “open up” parentheses, to get

kx− kx0 = hy − hy0,
and addingkx0 − hy to both sides will yield

kx− hy = kx0 − hy0, (2.1.31)

which can be matched with (2.1.30) as:a = k, b = −h, c = kx0 − hy0.
Of course, there is nothing unique about all our coefficients, for instance the equation2x+3y =

1 is equivalent to4x+6y = 2, so they represent the same line. Concerning general linearequations,
the only “safe” statement one can make is:

If two general linear equationsax + by = c and a′x + b′y = c′ represent thesame line,
then the triples(a, b, c) and(a′, b′, c′) are proportional, meaning that there exists some real
numbert, such thata′ = ta, b′ = tb andc′ = tc.

The general equation of a line (although not unique) provides us with some useful geometric
information, as illustrated by the following statement.
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The Frame Theorem

Assume a lineL is presented by a general linear equation

ax+ by = c. (2.1.32)

(A) The vector−→u =

[
−b
a

]
is a direction vector forL . Furthermore, all other direction

vectors forL are non-zero scalar multiples of−→u .

(B) The vector−→n =

[
a
b

]
is perpendicular toL . Furthermore, all other vectors perpen-

dicular toL are non-zero scalar multiples of−→n .

Proof. Fix one particular pointP0(x0, y0) on the lineL , and consider its position vector
−→p0 =

[
x0
y0

]
. Consider now the pointP1(x1, y1), whose position vector is−→p1 =

−→p0 +
−→u , thus

[
x1
y1

]
=

[
x0
y0

]
+

[
−b
a

]
=

[
x0 − b
y0 + a

]
.

Using the fact thatx0 andy0 satisfy the equation (2.1.32), it follows that

ax1 + by1 = a(x0 − b) + b(y0 + a) = ax0 − ab+ by0 + ab = ax0 + by0 = c,

which means that the pointP1 also sits onL , so in particular, the vector
−−→
P0P1 = −→p1 − −→p0 = −→u

is indeed a direction vector forL , thus proving statement (A). As for statement (B), we simply

observe that the vectors−→u =

[
−b
a

]
and−→n =

[
a
b

]
easily satisfy the condition from the

Perpendicular Vectors Theorem, so−→n is indeed perpendicular to−→u . �

Example 2.1.5.Suppose we have a lineL given by the equation

4x− 6y = 5,

and we want to find some direction vectors and some perpendicular vectors.

According to the Frame Theorem, one particular direction vector forL is−→u =

[
−(−6)

4

]
=

[
6
4

]
, and any other direction vector−→v for L must be a non-zero scalar multiple of−→u , so in our

case we are looking at vectors of the form

−→v = s−→u = s

[
6
4

]
=

[
6s
4s

]
,

with s any number we like, except0. For instance, when we lets =
1

2
, we get a new direction

vector:−→v1 =

[
−3
−2

]
. We can also lets = −1

2
, in which case we obtain yet another direction

vector:−→v2 =

[
3
2

]
.
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Again by the Frame Theorem, one particular vector that is perpendicular toL is−→n =

[
4
−6

]
,

and any other vector−→w that is perpendicular toL must be a non-zero scalar multiple of−→n , so in
our case we are looking at vectors of the form

−→w = s−→n = s

[
4
−6

]
=

[
4s
−6s

]
,

with s any number we like, except0. For instance, when we lets =
1

2
, we get a new perpendicular

vector:−→w1 =

[
2
−3

]
. We can also lets = −1

2
, in which case we obtain yet another perpendicular

vector:−→w2 =

[
−2
3

]
.

A quick application of the Frame Theorem, we get the following characterization of parallel
and perpendicular lines.

Equations of Parallel/Perpendicular Lines

Given a lineL with equation

ax+ by = c,

the lines, that areparallel or perpendicularto L , are characterized as follows.
(A) Every line which isparallel toL is represented by an equation of the form:

ax+ by = c′,

for some constantc′ 6= c.
(A) Every line which isperpendicular toL is represented by an equation of the form:

−bx + ay = c′′,

for some constantc′′.

Example 2.1.6. Suppose we have the pointP (2,−1) and the lineL is given by the equation

3x+ 5y = 8,

and we want to find the (general) equations of:(a) the lineL1 passing throughP which is parallel
to L , and(b) the lineL2 passing throughP which is perpendicular toL .

According to the above characterizations, the lineL1 can be represented by an equation of the
form

3x+ 5y = c1

with c1 to be determined. By plugging in the coordinates of the givenpoint, which sits onL1, we
getc1 = 3(2) + 5(−1) = 1, soL1 can be given by the equation

3x+ 5y = 1. (2.1.33)

Likewise, the lineL2 can be represented by an equation of the form

−5x+ 3y = c2
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with c2 to be determined. By plugging in the coordinates of the givenpoint, which sits onL2, we
getc2 = −5(2) + 3(−1) = −13, soL2 can be given by the equation

−5x+ 3y = −13. (2.1.34)

CLARIFICATION . Most readers have seen lines described in a slightly different way, by means
of the so-calledslope-intercept equations, which are presented in the form

y = mx+ p. (2.1.35)

In such a presentation,m is theslope, andp is they-intercept, that is, they-coordinate of the point
where the line intersects they-axis(whosex-coordinate is, of course,x = 0). Although equations
of the form (2.1.35) have some advantages, the general equations of lines are much nicer to use,
for several reasons:
• The lines that can be presented by (2.1.35) cannot be vertical, whereas their general equation

is simplyx = c.
• The general equation allows us to easily read the geometric information about our line, such

as direction or perpendicular vectors, as described in the Frame Theorem.
• Finding the equations of perpendicular lines using (2.1.35) can be a little tricky, whereas

using general equations (as in Example 2.1.6) the task is much simplified.
• In most instances, when we try to find the slope-intercept equation of a line, the slopem ends

up being a fraction, whereas in general equations fractional coefficients may be avoided.
• Although (2.1.35) allows you to quickly find they-intercept, thex-intercept requires an

algebraic manipulation. If we use general equations in the formax+by = c, these intercepts

are straightforward: thex-intercept is
c

a
; they-intercept is

c

b
.

The only advantages of using slope-intercept equations of lines (if available) areuniquenessand
the ease of plotting. If a line is presented by an equation of the form (2.1.35), points on it can be
easily generated by plugging in various values forx, and using the equation to (easily) compute
the matchingy-values.

Example 2.1.7. Consider the equations (2.1.33) and (2.1.34) for the linesL1 andL2 which
we discussed in Example 2.1.7, and let us convert these equations to the slope-intercept form. The
main technique is to take each each equation, and solve it fory.

When we consider the equation (2.1.33), we can subtract3x from both sides of the equation,

thus getting5y = −3x+ 1, and then divide by5, or equivalently multiplying by
1

5
, thus getting

y =
1

5

(
− 3x+ 1

)
= −3

5
x+

1

5
.

Similarly, when we consider the equation (2.1.34), we can add 5x to both sides of the equation,

thus getting3y = 5x− 13, and then divide by3, or equivalently multiplying by
1

3
, thus getting

y =
1

3

(
5x− 13

)
=

5

3
x− 13

3
.
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◮ Now work Exercises 14-22.

Plane Isometries�
The remainder of this Section is quite challenging!We include this topic here only for

the sake of completeness. On a first reading, you may want onlyto familiarize yourselves with
formula (2.1.42) – needed in Section 2.2, skip everything else, and go directly to the Exercises
(omitting 25 through 32.)

What we will call atransformation of the planewill be simply a functionΘ from the euclidean
planeE into itself, which we will writeΘ : P 7−→ Q, orQ = Θ(P ). Same notations will be used
with vectors:Θ : −→p 7−→ −→q , or−→q = Θ(−→p ). In coordinates we will writeΘ : (x, y) 7−→ (z, w) or

(z, w) = Θ(x, y), or (if we use vectors written as matrices)Θ :

[
x
y

]
7−→

[
z
w

]
, or

[
z
w

]
=

Θ

([
x
y

])
. All transformations we are going to discuss here will be defined geometrically, and

our main challenge will be to write formulas for them, so we will have to write something like:

(z, w) = Θ(x, y) means:





z = expression inx andy

w = expression inx andy

In most cases of interest, we will encounter transformations thathave inverses. If Θ is such a
special transformation, its inverse transformation will be denoted byΘ−1. When computing an
inverse transformations we always use the following fact.

Inversion Principle

If Θ hasΘ−1 as its inverse, then

(z, w) = Θ−1(x, y) means(x, y) = Θ(z, w)

The types of transformations we are interested in are those that preserve distances, meaning
that, for any two pointsP1, P2, we have:

dist(Θ(P1),Θ(P2)) = dist(P1, P2).

A plane transformation having this property is called anisometry.

The following simple fact follows straight from the above definition.

Composite Isometry Rule

A composition of isometries is again an isometry; in other words, ifΘ1 andΘ2 are isome-
tries, then the composed transformationΘ1 ◦Θ2, given by

(Θ1 ◦Θ2)(P ) = Θ1(Θ2(P )),
is again an isometry.

The first important class of isometries are those defined as follows.
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To translate a vector−→p by−→v simply means toadd−→v to−→p . A transformation of the from

T−→
v

(−→p
)
= −→p +−→v

where−→v is some fixed vector, is called atranslation by −→v . In coordinates, if−→v =

[
h
k

]
,

then

T−→
v

([
x
y

])
=

[
x
y

]
+

[
h
k

]
=

[
x+ h
y + k

]
.

The composition of two translations is again a translation:

T−→
v ◦T−→

w = T−→
v+−→

w (2.1.36)
In particular every translation has an inverse, which is again a translation:

T
−1
−→
v

= T−
−→
v . (2.1.37)

Apart from thetrivial case (the one that has−→v =
−→
0 ), translations do not have fixed points.

However, using the Composite Rule above, one can easily see4 that every isometryΘ can be
uniquely written as a compositionΘ = T−→

v ◦Θ0, with:
• T−→

v a translation, and
• Θ0 an isometry that fixes the origin, that is:Θ0(O) = O.

Our interest in isometries fixing the origin is justified by the following fundamental result (see
Exercises ???-??? for an outline of the proof).

Orthogonal Matrix Theorem

An isometryΘ0 fixes the origin, if and only if it can presented in coordinates asmultiplica-
tion by a2× 2 matrix

Θ0

([
x
y

])
=

[
u z
v w

]
·
[
x
y

]
=

[
ux+ zy
vx+ wy

]
(2.1.38)

where the columns

[
u
v

]
and

[
z
w

]
of the matrix aretwo perpendicular vectors of magni-

tudes equal to1.

CLARIFICATIONS. A 2 × 2 matrix of the special type described above is called anorthogonal
matrix. Using the Frame Theorem, orthogonal matrices can be simplycharacterized by the fol-

lowing conditions: (i)u2 + v2 = 1; (ii)

[
z
w

]
= ±

[
v
−u

]
. Depending on the sign in (i), the

orthogonal matrices are named as follows.

(A) A matrix of the form

F =

[
u v
v −u

]
, with u2 + v2 = 1. (2.1.39)

is called aflip matrix .
(B) A matrix of the form

4 When working with vectors in coordinates, we must have−→v = Θ(
−→
0 ), so Θ0 must be given by:Θ0 =

T
−1
−→
v
◦Θ0 = T−−→

v
◦Θ.
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R =

[
u −v
v u

]
, with u2 + v2 = 1. (2.1.40)

is called arotation matrix .

Why do we use these names? As it turns out, flip matrices are intimately related to the so-called
flip transformations, which are defined geometrically as follows:

For any given a lineL in the plane, theflip (or reflection) about L is the transformation
FL : P 7−→Q, defined geometrically by demanding that:the lineL is the perpendicular
bisector ofPQ.

CLARIFICATION . By construction, flip transformations have many fixed points: all points on
L are fixed byFL . With this observation in mind, we have the following special version of the
Orthogonal Matrix Theorem (see Exercises 23-24 for the proof):

Flip Matrix Theorem

Aflip about a line passing through the originis precisely a transformation that can presented
in coordinates asmultiplication by a flip matrix, that is:

FL

([
x
y

])
=

[
u v
v −u

]
·
[
x
y

]
=

[
ux+ vy
vx− uy

]
(2.1.41)

whereu andv are two constants satisfyingu2 + v2 = 1. More precisely, ifL is given by

the equationax+ by = 0, thenu =
b2 − a2
a2 + b2

andv = − 2ab

a2 + b2
.

What happens if we start with a flip matrixF =

[
u v
v −u

]
as above, we consider the corre-

sponding flip transformation (2.1.41), and we want tofind the lineL ? In other words, givenu and
v, can we finda andb? One possible approach to this question is given in Exercise24. Another
more direct approach is as follows. Start with a pointP not fixed byΘ (unlessΘ is theidentity,
there will be plenty of such points), then consider the pointQ = Θ(P ), and then simply use the
fact that the vector

−→
PQ must be perpendicular toL . By the Frame Theorem, one possible choice

for the pair of coefficients(a, b) would be obtained simply by taking the coordinates of the vector
−→
PQ =

[
a
b

]
. A calculation of this sort is shown in Example 2.1.10 below.

Example 2.1.8. As an easy application of the Flip Matrix Theorem, let us computeFD , the flip
about the “diagonal” lineD , given by the equationy = x. Of course, we can re-write the equation
of D asx− y = 0, so we can use a general equation witha = 1, b = −1 andc = 0. The numbers

that appear in (2.1.41) arem =
b2 − a2
a2 + b2

=
(−1)2 − 12

12 + (−1)2 = 0, n = − 2ab

a2 + b2
= − 2 · 1 · (−1)

12 + (−1)2 = 1,

so the formula (2.1.41) yields:

FD

([
x
y

])
=

[
0 1
1 0

]
·
[
x
y

]
=

[
y
x

]
.

Example 2.1.9. Suppose we want to computeFx-axis, the flip about thex-axis, which has an
even simpler equationy = 0, which matches a general equation witha = 0, b = 1 andc = 0. The
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numbers that appear in (2.1.41) arem =
b2 − a2
a2 + b2

= 1, n = − 2ab

a2 + b2
= 0, so the formula (2.1.41)

yields:

Fx-axis

([
x
y

])
=

[
1 0
0 −1

]
·
[
x
y

]
=

[
x
−y

]
.

Example 2.1.10. Someone hints to us that the transformation

Θ(x, y) =
(
3
5
x− 4

5
y,−4

5
x− 3

5
y
)
,

is a flip transformation about a lineL passing through the origin. We are asked to confirm this,
and to find the lineL .

First of all, we can writeΘ in matrix form:

Θ

([
x
y

])
=

[
3
5
x− 4

5
y

−4
5
x− 3

5
y

]
=

[
3
5
−4

5

−4
5
−3

5

]
·
[
x
y

]
,

so the flip matrix candidate is:M =

[
3
5
−4

5

−4
5
−3

5

]
. It is pretty easy to see thatF is indeed a flip

matrix, so the only thing left to do is to find the lineL . Start for instance with the pointP (5, 0),
so using the given formula forΘ, the pointQ(z, w) = Θ(P ) has coordinatesz = 3 andw = −4.
In particular, the vector

−→
PQ – which isperpendicular toL has coordinates

−→
PQ =

[
3
−4

]
−
[
5
0

]
=

[
−2
−4

]
.

The fact that the vector

[
−2
−4

]
is perpendicular toL , makes it possible to write a general equation

for L as:5

(−2)x+ (−4)y = 0.

If we wish, we can “clean up” the above equation, by diving everything by−2, so we can say that
L is also given by the equation:

x+ 2y = 0.

Up to this point we only discussedflip matrices. How aboutrotationmatrices? Their geometric
counterparts are as follows.

5 General equations of linespassing through the originare always of the form:ax+ by = 0. (The constant termc
is always equal to zero for such lines.)
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Given a pointC in the plane,rotation about C is a compositionR = FL1
◦ FL1

of two
flips, that is, of the form

R
(−→p
)
= FL1

(
FL2

(−→p
))
,

whereFL1
andFL1

are two flipping transformations, about two linesL1 andL2 that inter-
sect atC. The pointC is called thecenter of rotation.

CLARIFICATIONS. When the two lines intersect at the origin, each of the two flip transforma-
tions can be presented as matrix multiplication, so using the Flip Matrix Theorem, it follows that
we can write rotation transformations about the origin using aproduct of two flip matrices:

R

([
x
y

])
=

[
u1 v1
v1 −u1

]
·
[
u2 v2
v2 −u2

]
·
[
x
y

]
.

Using the associativity of matrix multiplication, we can write rotation transformations as asingle
matrix multiplication:

R

([
x
y

])
=

[
a b
c d

]
·
[
x
y

]
,

where [
a b
c d

]
=

[
u1 v1
v1 −u1

]
·
[
u2 v2
v2 −u2

]
.

As it turns out (see Exercise ??),a rotation matrix is precisely a matrix thatcan be written
as a product of two flip matrices. Using this fact, we now get our second special version of the
Orthogonal Matrix Theorem:

Rotation Matrix Theorem

A rotation about the originis precisely a transformation that can presented in coordinates
asmultiplication by a rotation matrix, that is:

R

([
x
y

])
=

[
u v
−v u

]
·
[
x
y

]
=

[
ux− vy
vx+ uy

]
(2.1.42)

whereu andv are two constants satisfyingu2 + v2 = 1.

Exercises
In Exercises 1-6 we assume a length unit is fixed, together with a square coordinate system.

When asked to find various quantities,use exact values!

1. Find the equation of a circle of radius5 (units) centered atZ(2,−1).

2. Find the equation of the circle centered atA(2, 3), which passes through the pointP (−4, 7).

3. Find the equation of a circle whose diameter has endpointsP (2, 3) andQ(1,−5).

4. Find the center and the radius of the circle represented bythe equation(x+3)2+(y−2)2 = 8.

5. Find the center and the radius of the circle represented bythe equation4x2+(2y−1)2 = 9.
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6. Find the center and the radius of the circle represented bythe equation2x2+4x+2y2−y = 3.

In Exercises 7-9 we continue to assume a length unit and a square coordinate system are used.

7. Using bearing notation, find the direction that isoppositeto S12◦34′E.

8. Using bearing notation, find the two directions that areperpendicularto N76◦W.

9. Start atP (−3, 1) and travel on a straight line in the N45◦E direction until you intersect the
y-axis. How long is your travel? What are the coordinates of the destination point? Use
exact values.

10. By the Triangle Rule, you know that given pointsA, B, C, when you consider the vectors
−→u =

−→
AB,−→v =

−−→
BC,−→w =

−→
AC, you must have the equality

−→u +−→v = −→w .

Compute all these vectors, in the case when your three pointshave coordinatesA(1, 2),
B(3, 4), C(5, 10), and verify the above equality.

11. Given the vectors−→u =

[
−1
2

]
and−→v =

[
8
−10

]
, find the following vectors and their

magnitudes:
(i) 2−→u + 3−→v ;
(ii) 3−→u − 2−→v .

12. Start at the origin and travel 5 miles in the N45◦E direction, then travel 5 miles in the S45◦E
direction, then travel 5 miles West.
(i) What are the coordinates of your destination point? Use exact values.
(ii) How far is it from the origin? Use exact values.

13. Repeat the problem above, but with the following drivingdirections: start at the origin and
travel 5 miles West, then 3 miles in the S30◦E direction, then travel 5 miles in the N60◦E
direction. Use exact values for part (i). For part (ii) roundto the nearest 0.001.

14. Find a general equation of a line which passes through theorigin, and has−→u =

[
3
−4

]
as

a direction vector.

15. Find a non-zero vector that is perpendicular to the line given by

7x− 3y = 0.

16. Find a direction vector for the line given by

3x+ 5y = 8.
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17. Find a general equation of a line which passes throughP (1, 2) andQ(2, 3).

18. Given a lineL with equation
7x− 3y = 8,

find a general equation of a lineL ′ which passes throughP (1, 1) and is parallel toL

19. Given a lineL with equation
2x+ 3y = 5,

find a general equation of a lineL ′ which passes throughP (−1, 1) and is perpendicular to
L

20. Find the equations of the horizontal and the vertical lines passing throughA(2,−3).
21. Find a general equation of a lineL which passes throughB(0, 1), and has a direction vector

that points in the N45◦E direction.

22. Find a general equation of a lineL which passes throughC(−1, 1), and has a direction
vector that points in the N45◦W direction.

The remaining Exercises are only for an expert user!

23* . Proof of the Flip Matrix Theorem. Let L be the line given by the equationax+ by = 0,
and letFL be the corresponding flip transformation. Fix now some pointP (x, y), and let
Q(z, w) = FL (P ) be the image ofP underFL . The Flip Matrix Theorem simply states
that the following formulas hold:





z =
(b2 − a2)x− 2aby

a2 + b2

w =
−2abx+ (a2 − b2)y

a2 + b2

(2.1.43)

Use the steps below for deriving the above formulas. By the definition of the flip transfor-
mation, we know that: (A) PQ is perpendicular toL , and (B) themidpoint ofPQ sits on
L ), using the steps below.

(i) Consider the position vectors−→p =

[
x
y

]
and−→q =

[
z
w

]
of our two points. Since by

condition (A) it follows that the vector

−→
PQ = −→q −−→p =

[
z − x
w − y

]

is perpendicular to the lineL , so by the Frame Theorem, this vector is a scalar multiple

of −→n =

[
a
b

]
, so there is some numbert, such that

[
z − x
w − y

]
= t

[
a
b

]
=

[
ta
tb

]
,

thus we have {
z = x+ ta
w = y + tb

(2.1.44)



CHAPTER 2. TRIGONOMETRY BEYOND ACUTE ANGLES 61

(ii) Compute the scalart, using the midpoint condition (B), which tells us that the coor-
dinates of the midpointM of the segmentPQ satisfyaxM + byM = 0. Using the
midpoint formula, we know that the midpointM has coordinatesxM = 1

2
(x + z) and

yM = 1
2
(y + w), so condition (B) will simply say that:

a
(
1
2
(x+ z)

)
+ b
(
1
2
(y + w)

)
= 0.

Replacez andw using (2.1.44), which will eventually yield an equation int.
(iii) Replacet with what you found in step (ii), and derive the formulas (2.1.43).

(iv) Verify that the quantitiesu =
b2 − a2
a2 + b2

andv = − 2ab

a2 + b2
do indeed satisfy the equality

u2 + v2 = 1.

24* . Start with two constants satisfyingu2 + v2 = 1, build a flip matrixF =

[
u v
v −u

]
, and

consider the transformation

Θ

([
x
y

])
=

[
u v
v −u

]
·
[
x
y

]
.

(i) Show that the pointsP (1 + u, v), Q(v, 1 − u) and the originO(0, 0) all sit on a line

L . (HINT: Show that the vectors−→p =

[
1 + u
v

]
and−→q =

[
v

1− u

]
are multiples

of each other.)
(ii) Show thatΘ coincides with the flip transformationFL .

25* . Find the formula for the flipFL about a general line, given by the equationax + by = c.

HINT: Fix some pointA(s, t) on the line, and let−→a =

[
s
t

]
be its position vector. For any

−→p think of findingFL (−→p ) as a three-step process: (i) translate everything by−−→a (thus
changing the lineL to a new lineL ′ that passes through the origin: find its equation!); (ii)
flip aboutL ′; (iii) translate back by−→a . In other words, we can writeFL as a composition

FL = T−→
a ◦ FL ′ ◦T−

−→
a ,

so if you work in vector coordinates, your formula forFL will be:

FL

([
x
y

])
= FL ′

([
x− s
y − t

])
+

[
s
t

]
=

[
u v
v −u

]
·
[
x− s
y − t

]
+

[
s
t

]
,

where

[
u v
v −u

]
is some flip matrix. In your final result,s and t should be eliminated,

using the line equationas+ bt = c.

26* . Prove that the product of two flip matrices is a rotation matrix.
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27*. Prove that every rotation matrix

[
u v
−v u

]
can be written as the product of two matrices.

(HINT: One of the two flips can be chosen to be

[
1 0
0 −1

]
.)

28* . Prove that a composition of two flips about parallel lines isa translation.

29* . Suppose you have a rotationR with centerC(s, t), which might not be the origin! Consider

the position vector−→c =

[
s
t

]
of the center, and the transformation

R0 = T−
−→
c ◦R ◦T−→

c .

Show thatR0 is a rotationabout the origin. Conclude that we also have the equality

R = T−→
c ◦R0 ◦T−

−→
c ,

the rotation transformationR can be presented as

R

([
x
y

])
= R

0

([
x− s
y − t

])
+

[
s
t

]
=

[
u −v
v u

]
·
[
x− s
y − t

]
+

[
s
t

]
,

where

[
u −v
v u

]
is some rotation matrix.

30* . Proof of the Perpendicular Vectors Theorem.Use the following steps.
(i) Start of by placing both vectors to start at the originO, so their targets will be the points

P1(x1, y1) andP2(x2, y2). We now are dealing with a triangle△OP1P2, for which the
condition that the given vectors areperpendicular, is equivalent to the condition that:
△OP1P2 is aright triangle, with hypotenuse. In turn, by Pythagoras’ Second Theorem,
this condition is equivalent to the equality

P1P2
2 = OP1

2 +OP2
2. (2.1.45)

(ii) Use the Distance Formula to Write each ofP1P2
2,OP1

2,OP2
2 as algebraic expressions

in x1, y1, x2, y2. This will now turn (2.1.45) into anequation inx1, y1, x2, y2.
(iii) Do a bit of Algebra on the equation you got in part (ii) and show that it is equivalent

to:
x1x2 + y1y2 = 0.

31* . Parallelogram Law. Prove that, for any two vectors−→v1 and−→v2, one has the equality:

∥∥−→v1 +
−→v2

∥∥2 +
∥∥−→v1 −−→v2

∥∥2 = 2
∥∥−→v1

∥∥2 + 2
∥∥−→v2

∥∥2.

32* . Prove that the condition that two vectors−→v1 and−→v2 are perpendicular, is also equivalent to
either one of the following two conditions:
(i)
∥∥−→v1 +

−→v2

∥∥2 =
∥∥−→v1

∥∥2 +
∥∥−→v2

∥∥2.
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(ii)
∥∥−→v2 −−→v1

∥∥2 =
∥∥−→v1 +

−→v2

∥∥2.
These final Exercises will help you prove theOrthogonal Matrix Theorem.

33* . Show that if an isometryΘ fixes two distinct pointsP andQ, that is, ifΘ(P ) = P and
Θ(Q) = Q, thenΘ fixes all points on the linePQ. (HINT: TakeR on the linePQ, and
let S = Θ(R). Consider the numbersa = dist(P,Q), x = dist(P,R) = dist(P, S) and
y = dist(Q,R) = dist(Q, S). The fact thatR is onPQ means thatone of the three numbers
a, x, y is equal to the sum of the other two. In turn, this forcesS to sit anPQ too, and finally
this forcesS to coincide withR.)

34* . Show that if an isometryΘ fixes the vertices of one triangle, thenΘ fixes all the points in
the plane (in which caseΘ is the identity!). (HINT: Use the preceding Exercise, by showing
first thatΘ fixes all the points on the perimeter of a a triangle, and then it fixes all points
that sit on lines passing through two points on the perimeter.)

35* . Show that if an isometryΘ fixes two points, then eitherΘ fixes all the points in the plane
(in which caseΘ is the identity!), orΘ is a flip.

36* . Show that if an isometryΘ fixes a pointC, then eitherΘ is a flip about a line passing
throughC, or Θ is a rotation aboutC. (HINT: If Θ has another fixed point distinct from
C, then use Exercise 35. IfΘ(C) has no other fixed point, pick someP 6= C, and let
Q = Θ(P ), of which we know thatQ 6= P . Using dist(P,C) = dist(Q,C), it follows that
the perpendicular bisectorL of PQ passes throughC. Consider then the flipFL and the
composed isometryΦ = Θ ◦ FL . Show thatΦ fixes bothC andQ, so Exercise 35 can be
applied toΦ, so eitherΦ is a flip, or the identity. Finally, note that, sinceF−1

L
= FL , we

can also writeΘ = Φ ◦ FL , so eitherΘ is the flipFL , or it is a composition of two flips
Θ = Φ ◦ FL .)

2.2 The Analytic Construction of the Trigonometric Functions

Up to this point we only learned about the trigonometric functions ofacute angle measures. It
is now time to expand the definitions of the six trigonometricfunctions toarbitrary numbers.

Rotation Angles and Their Measures
In order to understand rotation angles, it is helpful to telltwo short stories.
Imagine you are on a merry-go-round wheel at a playground, and someone (slowly) spins you

for a certain period of time. Suppose you have a compass with you, so as you go around on the
wheel, the needle on the compass will also spin. What you wantto do then is to keep track of the
entire movement of the compass needle during the spin. Alternatively, you may want to keep track
of how much you have turned on the wheel.

Another way to look at this problem is to imagine you are a runner competing in a stadium
that has a circular track, you run for an hour, and you want to know the distance (on the track) you
covered, and alsowhich wayyou ran.
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What we will agree to callradian measures, or degree measures, or turn measures, etc. will
be simplyreal numbers, without any limitations on how big/small they are, or whether they are
positive or negative. When we are taking about arotation measure, we will understand a mathe-
matical quantity that can be expressed at the same time in radians, degrees, turns, etc., according
to the usual conversion rules:

1 turn = 2π(radians) = 360◦.

For instance a rotation measure of−450◦ can also be represented as450 · π

180
=

5π

2
(radians),

or as1.25 turns. Likewise, a rotation measure of−3π
4

(radians) can also be represented as−3π
4
·

(
180

π

)◦

= −135◦.
Assume, as usual, we fixed a lengthunit, together with a square coordinate system.

A rotation angle is a pair
xxx
a = (s, α) consisting of

• a ray s in the plane, hereafter referred to as theinitial side of
xxx
a;

• a rotation measureα, hereafter referred to as therotation measure of
xxx
a

Given such a rotation angle, we construct itsterminal side by rotating the initial side byα,
according to the following conventions:
• if α is positive, the rotation is madecounter-clockwise;
• if α is negative, the rotation is madeclockwise;
• in either case, the net amount of rotation is|α|, so whenα = 0, the terminal side coincides

with the initial side.�
The meaning of “counter-clockwise” and “clockwise” depends of the orientation of our

square coordinate system. We will always agree that the positivex-axispoints to the right(towards
East), and the positivey-axispoints up(towards North). If we have our coordinate system point
the “wrong” way, then we have to understand that everything we draw is on a large glass window,
so we can always “correct” our view, if we have to, by looking from the other side of the window.

CLARIFICATION AND ADDITIONAL TERMINOLOGY. Two rotation angles
xxx
a and

xxx

b are said to
becoterminal, if

(a) their initial sides coincide, and also
(b) their terminal sides also coincide.

In practice, we do not like to have to deal with condition(b), so we can employ the following easy
test instead.

Coterminal Angles Test

Two rotation angles arecoterminal, if and only if:
(a) their initial sides coincide, and also
(b′) their rotation measures differ by an integer multiple of one turn.
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α

β

γ

s

t

Figure 2.2.1

Example 2.2.1. In Figure 2.2.1 we see three coterminal rotation angles (allhaving initial side
s and terminal sidet), with rotation measuresα = 135◦, β = 495◦, andγ = −225◦. When we
compare, for instanceβ andγ by taking their difference, we get

β − γ = 495◦ − (−225◦) = 495◦ + 225◦ = 720◦ = 2 · 360◦.

To manufacture other rotation angles coterminal to these, all we need to do is to use rotation
measures of the form

135◦ + n · 360◦, with n arbitrary integer.

For instance. we can use135◦ + 10 · 360◦ = 3735◦, or 135◦ − 7 · 360◦ = −2385◦.
Of course, when we use radians,360◦ must be replaced by2π. For instance, the angles shown

in Figure 2.2.1 have rotation measures (in radians)α =
3π

4
, β =

11π

4
, andγ = −5π

4
.

Transformations Associated with Rotation Angles
Assume we are given a rotation angle

xxx
a = (s, α). As described above, the process of con-

structing theterminal side of
xxx
a is carried on by means of arotation transformationwith center at

thevertex(that is, at the source of the rays). We denote this rotation transformation byRxxx

a
, and

we call it therotation determined by
xxx
a.

When we specialize to the case when thevertex is at the origin, we know from the previous
Section that this transformation is given in vector coordinates (in matrix form) by:

Rxxx

a

([
x
y

])
=

[
u −v
v u

]
·
[
x
y

]
, (2.2.1)

whereu andv are two numbers satisfying the equationu2+v2 = 1. As it can be seen geometrically,
a rotation transformation as one given in (2.2.1)only depends on the rotation measureα. In other
words,it will act the same way, regardless where the initial sides is placed, as long as it source

is at the origin. So the matrix

[
u −v
v u

]
employed in (2.2.1), will only depend onα, and for this

reason we are going to call it theα-rotation matrix , and we are going to denote it byRα.

The Trigonometric Functions
The main observation that explains the analytic definition of the trigonometric functions is the

following.
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FACT A. If α is anacute angle measure, then when weα-rotate the pointP0(1, 0) about
the origin, we reach the pointPα(cosα, sinα).

B

AO

α

P0

Pα

Figure 2.2.2

Everything follows from the fact that, when we takeA, B to be the projections ofP α onto the
x- andy-axis, we have a right triangle△OAPα, which has hypotenuseOPα = OP 0 = 1, from
which we immediately getOA = cos α andAPα = sin α, which means that the coordinates of
Pα(x, y) satisfy|x| = OA = cosα and|y| = OB = sinα. Finally, becausex andy arepositive,
we can get rid of absolute values.

What happens when we work with vectors? The position vector of P 0 is −→p0 =

[
1
0

]
, the

position vector ofPα is−→pα =

[
cos α
sin α

]
, and these two vectors are linked to the rotation matrix

Rα =

[
u −v
v u

]
by the identity−→pα = Rα

−→p0, which means that we have the identity

[
cosα
sinα

]
=

[
u −v
v u

]
·
[
1
0

]
=

[
u
v

]
,

and this way we can rephrase Fact A as:

FACT B. If α is anacute angle measure, then theα-rotation matrix is:

Rα =

[
cosα − sinα
sinα cosα

]
(2.2.2)

Example 2.2.2. Suppose we rotate the pointA(2, 1) 60◦ about the origin, and we need to
find the coordinates of the pointQ that results from this rotation. Write the resulting point in

coordinatesQ(x, y). If we use vector coordinates, for the position vectors,−→a =

[
2
1

]
, and the

position vector−→q =

[
x
y

]
, we know that that these vectors are linked using a rotation matrix by
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the equality−→q = R60◦
−→a , so we get:

[
x
y

]
=

[
cos 60◦ − sin 60◦

sin 60◦ cos 60◦

]
·
[
2
1

]
=

=




1

2
−
√
3

2

√
3

2

1

2


 ·
[
2
1

]
=




1

2
· 2 +

(
−
√
3

2

)
· 1

√
3

2
· 2 + 1

2
· 1




=




1−
√
3

2

√
3 +

1

2




Using Facts A and B, as well as the Ratio and Reciprocal Identities (see Section 1.2) as guide-
lines, we can now construct our general trigonometric functions as follows.

Sine and Cosine of Arbitrary Angles

Given some rotation measureα, the numberscosα andsinα are defined to be thex- andy-
coordinates of the pointPα that is obtained byα-rotating the pointP0(1, 0) about the origin.

Equivalently, if we work in coordinates,the vector−→pα =

[
cosα
sinα

]
is the first column of

theα-rotation matrixRα, so again the rotation matrix will be given by the formula (2.2.2)

Once sine and cosine are defined, we construct the other four trigonometric functions as fol-
lows.

Secant, Cosecant, Tangent and Cotangent for Arbitrary Angles

Given some rotation measureα, the other four trigonometric functions are defined as:

• secα =
1

cosα
, providedcosα 6= 0;

• cscα =
1

sinα
, providedsinα 6= 0;

• tanα =
sinα

cosα
, providedcosα 6= 0;

• cotα =
cosα

sinα
, providedsinα 6= 0.

Outside the given provisions that accompany each one of these functions, that particular
function is not defined!

CLARIFICATION . We can compute the values of the six trigonometric functions of a rotation
measureα using the preceding definitions, as long as we are able to locate the “special” pointP α

described in the definition of sine and cosine. The main characteristic of such a point is thatP α

always sits on the unit circle, that is on the circle of radius1 centered at the origin, which has
equation

x2 + y2 = 1. (2.2.3)
Equivalently, the position vector−→pα has magnitude

∥∥−→pα

∥∥ = 1. The “special” pointP α is
completely determined using rotation angles of the following kind.
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A rotation angle
xxx
a is said to be instandard position, if its initial side coincides with the

positivex-axis.

CLARIFICATIONS. A rotation angle in standard position is completely determined by its rota-
tion measure. Furthermore, if such an angle has measureα, then the “special” pointP α is exactly
the point where the terminal side intersects the unit circle. In turn, the “special” pointP α com-
pletely determines the associatedα-rotation transformation and its matrixRα. So now we can
think of three objects which completely determine one another:

α-rotation transformation about the origin
l

rotation matrixRα

l
Pα point on the unit circle

Besides using rotation transformations, the “special” pointsP α can also be located intuitively as
follows. Assumingα is given inradians, in order to reach the pointPα, all we have to do is to
“walk” α units on the unit circle, starting at the pointP0(1, 0). (Of course, depending on the sign
of α, we “walk” in the counterclockwise direction, ifα is positive, and clockwise, otherwise.)

Example 2.2.3.Compute the six trigonometric functions of an angle in standard position, that
has the pointP (− 8

17
, 15
17
) on its terminal side.

Solution. We are very lucky here, because the point given to us is on theunit circle! (The
equation (2.2.3) is clearly satisfied withx = − 8

17
andy = 15

17
.) This means that what we are

given here is nothing else by the “special” pointP α, and then the six trigonometric functions are
computed very easily straight from the definitions:

cosα = − 8

17
; sinα =

15

17
;

secα =
1

cosα
= −17

8
; cscα =

1

sinα
=

17

15
;

tanα =
sinα

cosα
=

15

17

− 8

17

= −15
8
; cotα =

cosα

sinα
=
− 8

17
15

17

= − 8

15
.

Unlike what we saw in the above Example, there many instanceswhen we are not “lucky,” so
the “special” pointP α is not available, but instead we are only given a point sitting on the terminal
side of our angle. In this case, the trigonometric functionsof angles in standard position can be
computed by the method shown below.
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The Coordinate Method

Assumeα is a rotation measure, which corresponds to a rotation angle
xxx
a in standard posi-

tion, andA(x, y) is some pointdistinct from the originand sitting onits terminal side. Then
the six trigonometric functions ofα can be computed as follows:
I. Compute the number

r =
√
x2 + y2, (2.2.4)

that is, thedistance fromA to the origin, which by assumption (thatA is distinct for the
origin) is positive.

II. Oncer is known, the six trigonometric functions are given by

cosα =
x

r
; sinα =

y

r
;

secα =
r

x
; cscα =

r

y
;

tanα =
y

x
; cotα =

x

y
.

As usual, the formulas giving secant, cosecant, tangent andcotangent areonly valid when
the denominators are not equal to zero.

CLARIFICATION . One way to see how these formulas come about is to observe that, once the
terminal sidet of

xxx
a is known, which is the same as knowing one pointA on t, we can always find

the special pointPα(cosα, sinα), by observing that its position vector−→pα =

[
cosα
sinα

]
points in

the same directionas the position vector−→a =

[
x
y

]
of A.

In particular, it follows that−→a is apositive multiple of−→pα, that is, we have
[
x
y

]
= r

[
cosα
sinα

]
,

for some positive numberr, which will the give the equalities




x = r cosα

y = r sinα
(2.2.5)

All we have observe now is that, sincer is positive and−→pα has magnitude1, we have
√
x2 + y2 =

∥∥−→a
∥∥ =

∥∥r−→pα

∥∥ = |r| ·
∥∥−→pα

∥∥ = r,

and then the equalities (2.2.5) yield 



cosα =
x

r

sinα =
y

r
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from which everything else follows.

Example 2.2.4.Supposeα is the measure of a rotation angle in standard position, which has
the pointA(−3, 4) on its terminal side. We can compute the six trigonometric functions ofα, using
the above formulas withx = −3, y = 4, which yield

r =
√

(−3)2 + 42 =
√
9 + 16 =

√
25 = 5,

from which we immediately get:

cosα =
x

r
= −3

5
; sinα =

y

r
=

4

5
;

secα =
r

x
= −5

3
; csc α =

r

y
=

5

4
;

tanα =
y

x
= −4

3
; cotα =

x

y
= −3

4
.

The “Holy Grail” of Trigonometry
As it turns out, all the identities we discussed in Section 1.2 also hold for the general trigono-

metric functions.
The “Holy Grail” of Trigonometry

The Reciprocal Identities:

secα =
1

cosα
; csc α =

1

sinα
;

sinα =
1

cscα
; cosα =

1

secα
;

tanα =
1

cotα
; cotα =

1

tanα
.

The Ratio Identities:

sinα =
tanα

secα
; cosα =

cotα

csc α
;

tanα =
sinα

cosα
; cotα =

cosα

sin α
.

The Product Identities:
sinα = tanα · cosα; cosα = cotα · sinα;
tanα = sinα · secα; cotα = cosα · cscα.

The Pythagorean Identities:
sin2 α + cos2 α = 1;

1 + tan2 α = sec2 α;

1 + cot2 α = csc2 α.

CLARIFICATIONS. Unlike what we saw in Section 1.2, proving these identitiesis fairly easy.
On the one hand, the Reciprocal, Ratio and Product Identities now follow from the definitions. On
the other hand, the Pythagorean Identities now follow from the main feature of rotation matrices:
u2 + v2 = 1.
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The main novelty in the case of general functions is that someof the identities areprovisional,

so they only hold if all terms and operations are defined. For instance the identitycotα =
1

tanα
will only work if both sinα andcosα are 6= 0. Other than that, the Identities are exactly the same
as in Section 1.2.

The Quadrant Information
As we have just seen, the computation of the trigonometric functions of some rotation measure

α is done most efficiently using the Coordinate Method outlined above, which uses angles instan-
dard position, because all we need is apoint on the terminal side. As it turns out, the “approximate”
location of such a point is enough to give us some informationon thesign of the trigonometric
functions ofα. To clarify this, all we have to do is to remember the following diagram.

sinα = 0

cosα = 1

si
n
α
=

1

co
s
α
=

0

sinα = 0

cosα = −1

sin
α
=
−
1

co
s
α
=

0
III

III IV

cosα > 0

sinα > 0

cosα < 0

sinα > 0

cosα < 0

sinα < 0

cosα > 0

sinα < 0

Figure 2.2.3

The figure above depicts four regions in the plane, hereafterreferred to asquadrants, labeledI
throughIV as follows:

I: this quadrant consists of all points withpositivex- andy-coordinates;
II: this quadrant consists of all points withnegativex-coordinateandpositivey-coordinate;

III: this quadrant consists of all points withnegativex- andy-coordinates;
IV: this quadrant consists of all points withpositivex-coordinateandnegativey-coordinate.

So, if a point has bothx- andy-coordinates non-zero, then the sign combination of the coordinates
completely determines its quadrant location. We will agreethat each half of a coordinate axis is
shared by two neighboring quadrants. (For instance the poistive y-axis is shared by quadrants I
and II).

We will also agree to say that a rotation measureα sits in a certain quadrant, if the terminal
side of its corresponding standard position angle sits in that quadrant.

The quadrant information is absolutely necessary, if we need to solve the following type of a
problem.

Basic Trigonometry Problem. Givenoneof the valuessinα, cosα, tanα, cotα, secα,
α, plus thequadrantα sits in, find theother five values.
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CLARIFICATIONS. The main novelty here, when compared with the case (discussed in Section
1.2) when only acute angles are involved, is the fact that trigonometric functionscan have nega-
tive values. In particular, we have to be careful with the identities derived from the Pythagorean
Identities, which now have the following general form.

The Derived Pythagorean Identities

cosα = ±
√

1− sin2 α; sinα = ±
√
1− cos2 α;

secα = ±
√

1 + tan2 α; cscα = ±
√

1 + cot2 α;

tanα = ±
√
sec2 α− 1; cotα = ±

√
csc2 α− 1;

Exactly as we learned in Section 1.2, the Basic TrigonometryProblem can be solved by two
methods.

Algebraic Method for Solving the Basic Trigonometry Problem

I. The value of one of the unknown five functions is the reciprocal of the value of the given
function. Compute it!

II. Using either the given value, or the one computed in the previous step, compute the
value of another one of the unknown functions, using one of the Derived Pythagorean
Identities.Usequadrant informationto decide whatsignyou need to choose.

III. Upon completing steps I and II you would have the values of three (of the six) trigono-
metric functions. The remaining three values are obtained using either the Recipro-
cal/Ratio Identities, or the Product Identities.

Example 2.2.5. Supposeα is an angle in thesecond quadrant, andtan α = − 2. We will
find the remaining five values, using the three steps from the Algebraic Method.

I. Using reciprocals, we immediately findcot α =
1

tan α
= − 1

2
.

II. Using the derived Pythagorean Identities, we can compute

sec α = ±
√
1 + tan2 α = ±

√
1 + (−2)2 = ±

√
5.

Sinceα is in thesecond quadrant, we know thatcos α< 0, so (remember that secant is the
reciprocal of cosine), we also know thatsec α< 0. This means that the correct value for the
secant is:sec α = −

√
5.

III. Find the remaining three values using reciprocals and products:

cos α =
1

sec α
= − 1√

5
;

sin α = tan α · cos α = (−2)
(
− 1√

5

)
=

2√
5
;

csc α =
1

sin α
=

√
5

2
.

The second method for solving our problem is based on the Coordinate Method, which requires
that you “cook up” a point on the terminal side. (This is similar to the Geometric Method outlined
in Section 1.2.)
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Coordinate Method for Solving the Basic Trigonometry Problem

I. Use the given value of one trigonometric function ofα, combined with thequadrant
information, to produce a point on the terminal side, thatmatches the value of the given
trigonometric function, which amounts to producingtwo numbers, out ofx, y, or r.

II. Find the missing number, out ofx, y, r, using the identity

r =
√
x2 + y2,

combined with thequadrant information. (If the missing number is eitherx or y, the
quadrant information is useful for determining itssign.)

III. Compute all other five missing values using the formulasgiven by the Coordinate
Method.

Example 2.2.6. Let us redo Example 2.2.5 using the Coordinate Method.
I. We need to produce one pointA(x, y) on the terminal side of our angle, based on our given

value. Based on the coordinate formulas, we know that the coordinates ofA must satisfy the
equality

y

x
= tan α = − 2.

BecauseA is in quadrant II, we know thatx must be negative, andy must be positive, so a
valid pointA could have coordinatesx = −1 andy = 2.

II. The missing number is

r =
√
x2 + y2 =

√
(−1)2 + 22 =

√
5.

III. Using coordinates, the missing values are:

cos α =
x

r
= − 1√

5
; sin α =

y

r
=

2√
5
;

sec α =
r

x
= −

√
5; csc α =

r

y
=

√
5

2
;

cot α =
x

y
= − 1

2
.

Example 2.2.7. Supposeα is an angle in thefourth quadrant, andsec α =
25

7
, and let us find

the other five trigonometric functions, again using the Coordinate Method.
I. We need to produce one pointA(x, y) on the terminal side of our angle, based on our given

value. Based on the coordinate formulas, we know that the coordinates ofA must satisfy the
equality

r

x
= sec α =

25

7
.

BecauseA is in quadrant IV, we know thatx must be positive, so a valid pointA could have
x = 7 andr = 25.
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II. The missing number isy, which by the equalityr =
√
x2 + y2 must satisfy25 =

√
72 + y2,

which yields72+y2 = 252, or equivalently,49+y2 = 625, which givesy2 = 625−49 = 576,
thus:

y = ±
√
576 = ±24.

Since our angle is inquadrant IV, we know thaty< 0, so the the correct value is:y = −24.
III. Using coordinates, the missing values are:

cos α =
x

r
=

7

25
; sin α =

y

r
= − 24

25
;

csc α =
r

y
= − 25

24
;

tan α =
y

x
= − 24

7
; cot α =

x

y
= − 7

24
.

Values of Trigonometric Functions
So far, we learned how to compute the values of the trigonometric functions of some angle6 α

in one of the following instances:
• we are “lucky,” so the “special” pointP α is given to us; or
• we know some point on the terminal side; or
• we know the value of one trigonometric function ofα, together with thequadrantwhereα

sits in.
What about the situation whenα is given to us? For example, based on what we already know
about the “familiar” acute angles, as well as some easy caseswhenPα can be easily located, we
can compile the following table, which contains what we are going to refer to as thefamiliar
values:

α in radians α in degrees sin α cos α tan α cot α sec α csc α

0 0◦ 0 1 0 undefined 1 undefined

π

6
30◦

1

2

√
3

2

1√
3

√
3

2√
3

2

π

4
45◦

1√
2

1√
2

1 1
√
2

√
2

π

3
60◦

√
3

2

1

2

√
3

1√
3

2
2√
3

π

2
90◦ 1 0 undefined 0 undefined 1

Table 2.2.1
How about other angles? As it turns out, the calculation of the values of the trigonometric functions

6 When we saythe angleα, we mean the standard position angle that corresponds to therotation measureα.
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can always be reduced to the calculation of certain values for first quadrant angles, as we shall see
shortly. Before we clarify this matter, one easy observation is in order here:

Periodicity Property

If two rotation measuresα andβ differ by an integer multiple of one turn measure, then their
trigonometric functionsagree:

sin α = sin β; cos α = cos β;

sec α = sec β; csc α = csc β;

tan α = tan β; cot α = cot β.

CLARIFICATION . Saying thatα andβ differ by an integer multiple of one turn measureis the
same as saying that their associated standard position angleshave identical terminal sides, that is,
these rotation angles arecoterminal. For this reason, if we are in such a situation, we will allow
ourselves to abuse the language a little bit and say thatα andβ are coterminal.

Example 2.2.8.To computesin 750◦, we simply observe that750◦ = 30◦+2 · 3602, so750◦ is
coterminal to30◦ (as they differ by2 turns:2 · 360◦ = 720◦), thussin 750◦ = sin 30◦ = 1

2
.

Likewise, when we want to computetan
(
− 23π

4

)
, we use the fact that−23π

4
− π

4
= −6π =

−3(2π), so−23π
4

andπ
4

are coterminal (as the differ by3 turns:3 · (2π) = 6π), thustan
(
− 23π

4

)
=

tan π
4
= 1.

CLARIFICATION . We can write the Periodicity Property is a concise algebraic way, depending
on the unit we use (radians or degrees), as:

function(α+ 2nπ) = functionα, (2.2.6)

function(α◦ + n · 360◦) = functionα◦, (2.2.7)

for anyintegern, andfunctionany one of six trigonometric functionscos, sin, tan, cot, sec, or csc.

As we hinted at the beginning of this topic, most calculations of values of trigonometric func-
tions are tied up to those for first quadrant angles, the precise relation being described with the help
of the following definition.

The reference angleαref of a standard position angleα is themeasure of the geometric
angle formed by the terminal side with the “closest” half of thex-axis.

CLARIFICATIONS. Reference angles are alwaysnon-negative and no greater than1
4

turn.
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III

III IV

α
α

α
α

αrefαref

αref αref

Figure 2.2.4

As suggested by Figure 2.2.4, depending of the quadrantα sits in, its relationship to the refer-
ence angleαref, is characterized as follows.

(I) α is in quadrant I, if and only ifα is coterminal toαref.
(II ) α is in quadrant II, if and only ifα is coterminal to1

2
turn−αref.

(III ) α is in quadrant III, if and only ifα is coterminal to1
2

turn+αref.
(IV ) α is in quadrant IV, if and only ifα is coterminal to−αref (or 1 turn−αref.

(Of course, when using radians, we replace1
2

turn with π, and1 turn with 2π. Likewise, when
using degrees, we replace1

2
turnwith 180◦, and1 turnwith 360◦.)

The “big deal” about reference angles is contained in the following statement, which will be
justified a little later.

Reference Angle Theorem

The values of the trigonometric functions of any rotation measureα coincideup to a possible
sign change (depending on the quadrant)with those of the reference angleαref:

sin α = ± sin αref; cos α = ± cos αref;

sec α = ± sec αref; csc α = ± csc αref;

tan α = ± tan αref; cot α = ± cot αref;

Example 2.2.9. Computesin(−36225◦) andcos(−36225◦).
Solution. By the Periodicity property, adding an integer multiple of360◦ will not change the

values. This will happen for instance, if we add36000◦ = 100 · 360◦. In other words, the angle
α = −36225◦ is coterminal with−36225◦ + 36000◦ = −225◦. Adding another360◦ will not
change the values, so our angleα is also coterminal with−225◦ + 360◦ = 135◦. Now we notice
that135◦ = 180◦ − 45◦, which tells us that
• the angleα = −36225◦ sits in quadrant II, and
• its reference angle is:αref = 45◦,
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and consequently:

sin(−36225◦) = ± sin 45◦ and cos(−36225◦) = ± cos 45◦.

Becauseα sits in the second quadrant, the correct values are:

sin(−36225◦) = + sin 45◦ =
1√
2

and cos(−36225◦) = − cos 45◦ = − 1√
2
.

The “Four Point Game”
As it turns out, the Reference Angle Theorem follows from a very simple geometric observa-

tion, which is summarized in Table 2.2.2 below, which explains what happens if we change an
angleα, using certain transformations for which it is very easy to keep track of coordinates. For
simplicity, we assume that we work in radians.

PαPπ−α

Pπ+α P−α = P 2π−α

α

Figure 2.2.5

α→ ? Pα→ ? coordinates→ ?
π − α reflect abouty-axis (x, y)→(−x, y)
π + α rotate1

2
turn about origin (x, y)→(−x,−y)

2π − α reflect aboutx-axis (x, y)→(x,−y)
−α same as2π − α

Table 2.2.2

As a consequence of these features, we obtain the following formula packages, which are very
useful when computing trigonometric functions.

Supplement Formulas:
sin(π−α) = sin α; cos(π−α) = − cos α;

sec(π−α) = − sec α; csc(π−α) = csc α;

tan(π−α) = − tan α; cot(π−α) = − cot α.
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Add π Formulas:
sin(π+α) = − sin α; cos(π+α) = − cos α;

sec(π+α) = − sec α; csc(π+α) = − csc α;

tan(π+α) = tan α; cot(π+α) = cot α.

Formulas for Negatives:
sin(−α) = sin(2π−α) = − sin α; cos(−α) = cos(2π−α) = cos α;

sec(−α) = sec(2π−α) = sec α; csc(−α) = csc(2π−α) = − csc α;

tan(−α) = tan(2π−α) = − tan α; cot(−α) = cot(2π−α) = − cot α;�
Even though Figure 2.2.5 illustrates only the special case whenα is in quadrant I, similar

figures can be drawn that cover all other possibilities, so nomatter which quadrantα sits in, the
four pointsPα, P π−α, P π+α, andP−α (which is same asP 2π−α) will always form a rectangle
centered at the origin, with sides parallel to the coordinate axes. Thusthe above identities, as well
as the features collected in Table 2.2.2 are still valid, forany value ofα, regardless of quadrant!

Exercises
In Exercises 1–5, find all six trigonometric functions of theangleα, based on the fact that a

certain pointA sits on its corresponding standard position angle. Use exact values!

1. A(3,−4).

2. A(−8, 15).

3. A(−12,−16).

4. A(−8, 0).

5. A(0,−15).
In Exercises 6–15, find the values of all remaining trigonometric functions of the angleα, based

on a given particular value, and the given quadrant information. Use exact values!

6. sinα = 1
3
, α in quadrant I.

7. sinα = 4
5
, α in quadrant II.

8. sinα = −3
5
, α in quadrant III.

9. sinα = −8
9
, α in quadrant IV.

10. cosα = −2
7
, α in quadrant II.

11. cosα = −12
13

, α in quadrant III.

12. tanα = 5
7
, α in quadrant III.

13. tanα = −3, α in quadrant IV.
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14. secα = 5, α in quadrant IV.

15. cscα = 10, α in quadrant II.

In Exercises 16–19, find the reference angleαref for the given angle.

16. α = 1234◦

17. α = −2013◦

18. α = 12 (radians).

19. α = −30 (radians).

In Exercises 20–28, find the exact values ofsinα andcosα, for the given angle.

20. α = −405◦

21. α = 300◦

22. α = 330◦

23. α = 123π
4

(radians)

24. α = −13π
6

(radians)

25. α = 1000π (radians)

26. α = 52π
3

(radians)

27. α = −12345π
2

(radians)

28. α = 54321π
2

(radians)

29. Givensinα = −1
4
, find the exact values ofsin(−α), sin(π − α), andsin(π + α).

30. Giventanα = 17, find the exact values oftan(−α), tan(π − α), andtan(π + α).

31. Givensecα = −8, find the exact values ofcos(123π − α) andcos(123π + α).

In Exercise 32–35, findsinα andcosα, based on the given information about the terminal side
and the quadrant of the corresponding standard position angle. Use exact values.

32. The angle is in quadrant III and the terminal side is on theline 4x− 3y = 0.

33. The angle is in quadrant II and the terminal side is parallel to the line4x+ 3y = 7.

34. The angle is in quadrant IV and the terminal side is parallel to the line2x+ 3y = 5.

35. The angle is in quadrant III and the terminal side is perpendicular to the line12x+5y = 100.
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2.3 Trigonometric Identities

As we learned in Algebra, anidentity is an equality of the form

(Left) Expression= (Right) Expression,

where each side is an “expression,” that is some quantity that can be written using algebraic op-
erations and involving certainfunctions and variables. The most common functions used in the
identities we learned about in Algebra arepowers, radicals, exponentials, andradicals. Here is a
sample list of identities we are all familiar with from the Algebra course:

(x+ y)(x− y) = x2 − y2; (2.3.1)

(x+ y)2 = x2 + 2xy + y2; (2.3.2)

(x− y)2 = x2 − 2xy + y2; (2.3.3)(
n
√
x
)n

= x; (2.3.4)
√
x2 = |x|. (2.3.5)

The identities (2.3.1), (2.3.2) and (2.3.3) are example of identities intwo variables. The identities
(2.3.4) and (2.3.5) are examples of identities inone variable.

To verify an identity means to show thatboth expressions are equal, whenever both of them
are defined.

CLARIFICATION . When looking at the above list of examples, the clause “whenever both
(sides) are defined” will be meaningful only when dealing with (2.3.4), in whichthe left-hand side
is not always defined. (Whenn is even, the left-hand side is only defined, whenx ≥ 0.)

A trigonometric identity is one in which both sides involve algebraic operations, common
algebraic functions,and trigonometric functions.

The basic “toolkit”
When verifying trigonometric identities, our basic “toolkit” will consist, at a bare minimum, of

the packages that make the “Holy Grail” of Trigonometry, that is, thereciprocal, ratio, product and
Pythagorean identities. As we progress in the Trigonometry course, we will expand our “toolkit”
to include more and more formulas. For instance, based on the“Four Point Game” we obtained
three additional packages:

Supplement Formulas

sin(π−α) = sin α; cos(π−α) = − cos α;

sec(π−α) = − sec α; csc(π−α) = csc α;

tan(π−α) = − tan α; cot(π−α) = − cot α.
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Add π Formulas
sin(π+α) = − sin α; cos(π+α) = − cos α;

sec(π+α) = − sec α; csc(π+α) = − csc α;

tan(π+α) = tan α; cot(π+α) = cot α.

Formulas for Negatives
sin(−α) = sin(2π−α) = − sin α; cos(−α) = cos(2π−α) = cos α;

sec(−α) = sec(2π−α) = sec α; csc(−α) = csc(2π−α) = − csc α;

tan(−α) = tan(2π−α) = − tan α; cot(−α) = cot(2π−α) = − cot α;

Lastly, one more package is available, inspired by what we learned in Section 1.2 aboutco-
functions

Complement Formulas

sin
(π
2
−α
)
= cos α; cos

(π
2
−α
)
= sin α;

sec
(π
2
−α
)
= csc α; csc

(π
2
−α
)
= sec α;

tan
(π
2
−α
)
= cot α; cot

(π
2
−α
)
= tan α.

CLARIFICATION . The Complement Formulas hold forany angle, not just for acute ones. The
easy way to see why they work is to see what transformations are employed, when we want to pass
from the “special” pointPα to the “special” pointP π

2
−α.

I. First, we move fromPα to P−α, which means that we do areflection about thex-axis, so

if we write vector coordinates−→p α =

[
x
y

]
, then−→p −α =

[
x
−y

]
.

II. Second, we rotate byπ2, so we multiply by the rotation matrix−→p π

2
−α = Rπ

2

−→p −α, so the
position vector ofP π

2
−α will be

−→p π

2
−α =

[
cos π

2
− sin π

2

sin π
2

cos π
2

]
·
[

x
−y

]
=

[
0 −1
1 0

]
·
[

x
−y

]
=

[
y
x

]
,

so the coordinates ofP π

2
−α, that iscos

(
π
2
−α
)

andsin
(
π
2
−α
)
, are the same as those ofP α, that

is, cos α andsin α, except that they are flipped. In other words, we have the identities

sin
(π
2
−α
)
= cos α,

cos
(π
2
−α
)
= sin α,

from which the other four immediately follow.

Verifying Identities by the Left-to-Right (or Right-to-Le ft) Method
The most direct method for verifying a trigonometric identity is to start with one side, and

transform it (in several steps) into the other side.
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Example 2.3.1. Suppose we want to verify the identity

tan t+ cot t =
1

sin t cos t
.

We start with the left-hand side (hereafter abbreviated as LHS), and transform it into the right-hand
side (hereafter abbreviated as RHS) in four steps:

LHS = tan t+ cot t

=
sin t

cos t
+

cos t

sin t
← ratio identities

=
sin2 t

sin t cos t
+

cos2 t

sin t cos t
← equivalent fractions, with same denominator

=
sin2 t + cos2 t

sin t cos t
← combine numerators

=
1

sin t cos t
← the Pythagorean Identitysin2 t+ cos2 t = 1

= RHS. ← DONE!

Example 2.3.2. Consider the identity

csc x
(
sin(−x) + csc x

)
= cot2 x

As it is always better if we deal with functions of one angle only, our first step in simplifying LHS
will get rid of sin(−x):

LHS = csc x
(
sin(−x) + csc x

)
= csc x(− sin x+ csc x) ← formula for negatives:

sin(−x) = − sinx

= − csc x sin x+ csc2 x = −1 + csc2 x ← multiply, then use reciprocal identitysinx =
1

cscx
,

which givescscx sinx = 1

= −1 + (1 + cot2 x) = −1 + 1 + cot2 x = cot2 x ← use Pythagorean identity

csc2 x = 1 + cot2 x,

open up, then cancel the1’s

= RHS. ← DONE!

In certain instances, the identity we need to verify is quitecomplicated, and there is no obvious
way to transform one side into the other. One choice is such cases would be totransform the entire
identity into a new identity, which isequivalent to the original identity.

Example 2.3.3. Consider the identity

sec u+ 1

tan u
=

tanu

sec u− 1
.
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Since this identity is aproportion, we can write an identity equivalent to it, but which is in fraction-
less form:7

(sec u+ 1)(sec u− 1) = tan2 u.

This new identity (which isequivalentto the given one) can be verified by transforming the left-
hand side into the right-hand side in three easy steps:

LHS = (sec u+ 1)(sec u− 1)

= sec2 u− 1 ← difference of squares:(A+B)(A −B) = A2 −B2

= (1 + tan2 u)− 1 ← the Pythagorean Identitysec2 u = 1 + tan2 u

= 1 + tan2 u− 1 = tan2 u ← “open up” parentheses, then cancel the1’s

= RHS. ← DONE!

The “Three-Way” Method
When handling more complex identities, there are many instances when we do not see any

clear way for transforming one side into the other, so our approach will be to “divide and conquer.”
So if we look at an identity of the form

LHS = RHS

what we may try is totransform each side separately into newer/simpler expressions, with the
expectation thatthe newer expressions coincide.

Example 2.3.4. Consider the identity

(cos θ + 1)(sec θ − 1) = cos θ tan2 θ,

which we are going to verify by the “three-way” method, in which we work on each side separately:

LHS = (cos θ + 1)(sec θ − 1)

= cos θ sec θ − cos θ + sec θ − 1 ← multiply out (fold)

= 1− cos θ +
1

cos θ
− 1 ← use reciprocals:sec θ =

1

cos θ
, socos θ sec θ = 1

= − cos θ +
1

cos θ
= −cos

2 θ

cos θ
+

1

cos θ
=

1− cos2 θ

cos θ
← cancel1’s and subtract fractions

=
sin2 θ

cos θ
← Pythagorean identity:1− cos2 θ = sin2 θ

Stop here: this is your (new) LHS.

7 We know that
♥
♠ =

♦
♣ can be transformed by cross-multiplication into an equivalent form:♥ · ♣ = ♠ · ♦.
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Now we work on the right-hand side:

RHS= cos θ tan2 θ

= cos θ

(
sin θ

cos θ

)2

= cos θ · sin
2 θ

cos2 θ
← use ratio identitytan θ =

sin θ

cos θ

=
cos θ sin2 θ

cos2 θ
=

sin2 θ

cos θ
← multiply and simplify

= (new) LHS= (old) LHS ← DONE!

Example 2.3.5. Consider the identity

cosα

sinα secα
= cscα− sinα.

We will simplify each side to a form that uses only sine and cosine. For a change, we start this
time with the right-hand side

RHS= cscα− sinα

=
1

sinα
− sinα ← replacecscα =

1

sinα

=
1

sinα
− sin2 α

sinα
=

1− sin2 α

sinα
← manipulate fractions

=
cos2 α

sinα
← use Pytagorean identity1− sin2 α = cos2 α

Stop here: this is your (new) RHS.

Next we work on the left-hand side

LHS =
cosα

sinα secα

=
cosα

sinα · 1

cosα

← replacesecα =
1

cosα

=
cosα
sinα

cosα

=
cosα

1
· cosα
sinα

=
cos2 α

sinα
← manipulate fractions

= (new) RHS= (old) RHS. ← DONE!
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TIPS:
1. The “three-way” method is preferred, unless one side is simple enough, in which case

you can use the left-to-right (or right-to-left) method.
2. When simplifying each side, aim at expressions that use asfew trigonometric functions

as possible.
3. The preferred simplified expressions are those using onlysine & cosine. Other “nice”

pairs of functions one can use are tangent & secant, or cotangent & cosecant.

False Identities
There are many instances when, although we are tempted to treat certain equalities as identities,

what we see in fact arefalse identities, that is,identities that are not true. As a simple rule,in order
to show that an equality is afalse identity, all we need isone valuefor the variable(s), for which
theequality fails.

Example 2.3.6. Consider the equality

cos
(
x+

π

2

)
= cosx+ cos

π

2
. (2.3.6)

In order to show that this is a false identity, all we need isonevalue ofx, that “breaks” the equality.

The simplest value is, for instancex =
π

2
. Indeed, when we compute both sides of (2.3.6), we get:

LHS = cos
(π
2
+
π

2

)
= cosπ = −1;

RHS= cos
π

2
+ cos

π

2
= 0 + 0 = 0.

CLARIFICATION . As we saw in the above Example, the equality (2.3.6) isnotan identity! One
can still ask if it is possible to “fix” a “broken” (false) identity. Looking at (2.3.6), we can in fact
think of two ways of “fixing” it: either

(A) keep the left-hand side as it is, and try to find a right-hand side expression that matches it,
or more interestingly,

(B) find the values ofx (if any), for which the equality does work!
When approaching this matter as in (B), what we are in fact doing is treating (2.3.6) as anequation,
which we then try to solve forx. Actually, both plans (A) and (B) can be carried on at the same
time, based on the formulas for complements and for negatives, because we know that

cos
(
x+

π

2

)
= cos

(π
2
− (−x)

)
= sin(−x) = − sin x.

So if we want to “fix” (2.3.6) into a true identity, we can write:

cos
(
x+

π

2

)
= − sin x, (2.3.7)

which is a valid identity. At the same time, if we treat (2.3.6) as anequation, then using (2.3.7) as

well as the obvious simplification RHS= cosx (based oncos
π

2
= 0), we can rewrite it as

− sin x = cosx, (2.3.8)
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which is equivalent to:
tan x = −1. (2.3.9)

So now we see, that solving (2.3.6) is equivalent to solving (2.3.9), which is one of the basic
trigonometric equations we will learn about in Section 2.7.�

Why are the equations (2.3.8) and (2.3.9) really equivalent? It appears that when getting
from the first equation to the second one we divide bycosx, so we need to be careful with the
possibility thatcosx = 0. However, whencosx = 0, it is impossible to havesin x = 0 at the same
time (by the Pythagorean identitysin2 x+ cos2 x = 1), and this means thatwhen dividing bycos x
we do not loose any of the solutions of(2.3.8), because for every solution of (2.3.8) it is impossible
to havecosx = 0.

CLARIFICATION . The same way we derived the identity (2.3.7), by writingx+
π

2
=
π

2
− (−x)

and using the formulas for complements and for negatives, wecan upgrade our “toolbox” with the
following formula package.

Anti-Complement Formulas

sin
(π
2
+α
)
= cos α; cos

(π
2
+α
)
= − sin α;

sec
(π
2
+α
)
= − csc α; csc

(π
2
+α
)
= sec α;

tan
(π
2
+α
)
= − cot α; cot

(π
2
+α
)
= − tan α.

We use the word “anti-complement” as a shortcut for “complement of the negative.” One can

also consider thenegative complementof someα, that is,α−π
2
= −

(π
2
− α

)
, for which we can

easily derive the following identities.

Negative Complement Formulas

sin
(
α−π

2

)
= − cos α; cos

(
α−π

2

)
= sin α;

sec
(
α−π

2

)
= csc α; csc

(
α−π

2

)
= − sec α;

tan
(
α−π

2

)
= − cot α; cot

(
α−π

2

)
= − tan α.

Example 2.3.7. Consider the equality

√
1− cos2 t = sin t (2.3.10)

Although this equality almost looks right, it is still false, because the valuet = −π
2

“breaks” it.

Indeed, using the formulas for negatives we have

cos
(
− π

2

)
= cos

π

2
= 0 and sin

(
− π

2

)
= − sin

π

2
= −1,
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so when we compute the two sides of (2.3.10) for this particular value oft, we get

LHS =

√
1− cos2

(
− π

2

)
=
√
1− 02 =

√
1 = 1;

RHS= sin2
(
− π

2

)
= −1.

If we view (2.3.10) as an equation, then unlike what we saw in the preceding Example, we will
have an abundance of solutions, which can be “bunched in intervals,” as we shall see shortly. For
this reason, treating (2.3.10) as an equation is not interesting, so the better way to “fix” it is by
coming up with the correct identity. One easy way to get our “fix” is to use the Pythagorean
identity1− cos2 t = sin2 t, combined with the basic algebra identity (2.3.5), so the correct identity
in place of (2.3.10) is √

1− cos2 t =
∣∣ sin t

∣∣ (2.3.11)

which does work for all values oft. When comparing the right-hand side of the correct identity
(2.3.11) with the right-hand side of (2.3.10), we see that wewould get a good match, precisely
whensin t =

∣∣ sin t
∣∣, which is the same as saying thatsin t ≥ 0. Since we know exactlysin t ≥ 0,

one way to “fix” (2.3.10) is also to write:
√
1− cos2 t = sin t, if t is in quadrants I or II. (2.3.12)

The above presentation is an example of a validconditional identity . We now see that, when
thinking (2.3.10) as anequation, it will have as solutions, for exampleall t in [0, π], but also,all
t in [2π, 3π], all t in [4π, 5π], etc. and alsoall t in [−2π,−π], all t in [−4π,−3π], etc. (More on
this “huge” solution set will be clarified in Section 2.4.)

Exercises
In Exercises 1-13, you are asked to verify the given identity.

1. sec t− cos t = tan t sin t.

2. cosx+ sin x tanx = sec x.

3.
csc2 α− 1

csc2 α
= cos2 α.

4. (tan s+ cot s)(sin s+ cos s) = sec s+ csc s.

5.
1

1− sinw
+

1

1 + sinw
= 2 sec2w.

6. (sin θ + cos θ)2 = 1 + 2 sin θ cos θ.

7.
1 + cos y

1− cos y
= (csc y + cot y)2.

8. sin4 t− cos4 t = sin2 t− cos2 t.

9. sin
(3π
2

+ x
)
= − cosx.
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10. cos
(3π
2

+ x
)
= sin x.

11. cos(π − x) + cos x = 0.

12. csc(−x) + sin x = cos2 x csc(−x).

13.
tanu− cot u

sin u+ cosu
= sec u− csc u.

In each one of Exercises 14-20, you are given a certain equality, which you are asked to show
that is afalseidentity, so you need to findonevalue for the variable, for which the equality is not
true. In each Exercise, you are also asked to find one value of the variable for which the equality
does hold.

14. (sin x+ cosx)3 = sin3 x+ cos3 x.

15. (tan t− cot t)2 = tan2 t− cot2 t.

16. sin(−x) = sin x.

17. cos(−x) = − cos x.

18. sin(x+ π) = sin x.

19. cos(x+ π) = cosx.

20. sin(2x) = 2 sin x.

2.4 Graphs of Trigonometric Functions

In this section we take a closer look at the trigonometric functions by analyzing theirgraphs.
Recall thatgraphing a functionf means toplot all pointsP (x, y) in the coordinate plane, whose
coordinates satisfy:

y = f(x), with x in the domain off.

The set of all points that are plotted according to the above “recipe” is what we call thegraph of
the function.

Graphs are very useful tools because they tell us quite a bit about certainalgebraic features
of the function, which can be characterizedgeometrically, as features of the graph. The table
below summarizes all the features we are interested in, whenanalyzing functions and their graphs.
(Certain items are detailed following the table.)

FEATURE OFf ALGEBRAIC DESCRIPTION GEOMETRIC DESCRIPTION

Domainof f Set of allx, for whichf(x) is de-
fined

All vertical linesthatintersect the
graph
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“Forbidden”
x-values

Values ofx, for whichf(x) is not
defined

Vertical lines thatdo not intersect
the graph; in most cases, these
lines are thevertical asymptotes
of the graph

Rangeof f Set of all values off(x) All horizontal linesthat intersect
the graph

Value atx = 0 Special valuey = f(0), if defined They-intercept of the graph

Zerosof f Solutions of the equation

f(x) = 0

Thex-intercepts of the graph

Interval(s) where
f is increasing

Interval(s) wheref(x1) < f(x2),
wheneverx1 < x2

Piece(s) of the graph thatclimbs,
as we scan them from left to right

Interval(s) where
f is decreasing

Interval(s) wheref(x1) > f(x2),
wheneverx1 < x2

Piece(s) of the graph thatdescend,
as we scan them from left to right

Interval(s) where
f is constant

Interval(s) wheref(x1) = f(x2),
for anyx1, x2

Piece(s) of the graph that arehor-
izontal

f has alocal max-
imum value ata

f(a) ≥ f(x), for all x is some
open interval containga; in this
case,f(a) is called alocal maxi-
mum value off

“Peaks” in the graph

f has alocal mini-
mum value ata

f(a) ≤ f(x), for all x is some
open interval containga; in this
case,f(a) is called alocal mini-
mum value off

“Valleys” in the graph

f is even f(−x) = f(x), for all x in the
domain

Graph issymmetric with respect
to they-axis

f is odd f(−x) = −f(x), for all x in the
domain

Graph issymmetric with respect
to the origin

Table 2.4.1
CLARIFICATIONS. Thex-interceptsare, of course, thex-coordinates of the points where the

graph intersects thex-axis. Likewise, they-interceptis they-coordinate of the point where the
graph intersects they-axis. To recover the domain of the function from the graph, we collect all
vertical lines that intersect the graph, and then we collectthex-intercepts of these lines. Likewise,
to recover the range of the function from the graph, we collect all horizontal lines that intersect the
graph, and then we collect they-intercepts of these lines.

Periodicity
This feature, which is one that is specific to trigonometric functions, is defined as follows.
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A functionf is said to beperiodic, if there exists some numberP > 0, such that

f(x+ P ) = f(x), for all x in the domain off.

Thesmallest positive numberP , that satisfies the above condition, is called theperiod of f .

Figure 2.4.1

The graph of a periodic function exhibits a nice “tile” pattern, which is illustrated in the above
picture. To graph such a function, all we have to do is to follow these steps:

I. Fix some interval oflength equal to the period, which we will hereafter call afundamental
interval .

II. Graph the function over such an interval, thus creating a“master tile” for the graph.
III. Copy (and paste) the “master tile” repeatedly to the left and to the right, so the picture of

the graph is made of “tiles,” each looking exactly as the “master tile.”
Every time we want to move from one tile to the next one on the right, we plot the same points,
except that we replace thex-coordinate usingx 7−→ x + period. (When we move to the left we
replacex 7−→ x− period.)

Periodicity (if present) is very helpful, when we want to solveelementary equations, which are
those of the form

f(x) = number. (2.4.1)

For such equations we will often apply the following method.

Elementary Equation Solving Method for Periodic Functions

If f is a periodic function, in order to solve an equation of the form (2.4.1), we do the
following:
I. We fix a fundamental interval, and we first solve the equation in this interval; we call the

solution(s) we obtain thebasic solution(s).
II. Once the basic solutions are found,every solutionx of (2.4.1) is of the form:

x = basic solution+ integer multipleof period. (2.4.2)

CONVENTION: When treating trigonometric functions in this section,we assume all rotation
measures are in radians.
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Periodicity of Trigonometric Functions

(A) The trigonometric functionssin, cos, sec andcsc are all periodic, with period2π.
(B) The trigonometric functionstan andcot are periodic, with periodπ.

CLARIFICATION . Statement (A) was discussed in Section 2.2. Statement (B) was treated in
the same Section, as part of the “Four Point Game.”

The Graph of the Sine Function
Using the method outlined above, in order to graph the sine function, that is, to ploty = sin x,

all we need is afundamental interval, and the “master tile.” Although any interval of length2π
will do the job, we prefer to choose the fundamental intervalto be: [0, 2π). The graph of the sine
function, together with the fundamental interval of our choice (shown in green) and the “master
tile” (shown in purple), is depicted in the figure below.

π
2

π
3π
2

2π 3π 4π−π−2π

1

−1

Figure 2.4.2

Features of the Sine Function

(i) Domain= all real numbers.
(ii) Range= [−1, 1]

(iii) y-intercept= 0
(iv) x-intercepts= nπ, n integer
(v) absolute maximum value= 1, atx = π

2
+ 2nπ, n integer

(vi) absolute minimum value= −1, atx = −π
2
+ 2nπ, n integer

(vii) increasing:on all intervals of the form
[
− π

2
+ 2nπ, π

2
+ 2nπ

]
, n integer

(viii) decreasing:on all intervals of the form
[
π
2
+ 2nπ, 3π

2
+ 2nπ

]
, n integer

(ix) even/odd: sine function isodd
(x) period= 2π; preferred fundamental interval: [0, 2π)

CLARIFICATIONS. Most of these features can betraced back in the “master tile,” which is the
piece of the graph over the fundamental interval[0, 2π).

For example, when looking forx-intercepts, which mean solutions of the elementary equation

sin x = 0, (2.4.3)

then by the method outlined above, all we have to do is to find the basic solutions, which arex1 = 0
andx2 = π, because allx-intercepts are presented as either

(a) of the form0 + 2nπ = 2nπ, with n integer, or
(b) of the formπ + 2nπ = (2n+ 1)π, with n integer.
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What we see in both(a) and(b) are twolists of numbers, which can be easily combined in one list,
as indicated above:integer multiples ofπ.

Likewise, if we look for maximum values, which mean solutions of the elementary equation

sin x = 1, (2.4.4)

then the basic solution will beπ
2
, and thenall solutions of (2.4.4) will be of the form “x = π

2
+

integer multiple of2π.” Therefore, all peaks will be:

peak=
(π
2
+ 2nπ, 1

)
, n integer.

Same goes for valleys, which correspond to the solutions of

sin x = −1. (2.4.5)

The basic solution of this equation is3π
2

, soall solutions of (2.4.5) will be of the form “x = 3π
2
+

integer multiple of2π.” It is convenient here to observe that3π
2

= −π
2
+ 2π, and then the above

description of all solutions of (2.4.5) will also be8 “x = −π
2
+ integer multiple of2π.” Therefore,

all valleys will be:

valley =
(
− π

2
+ 2nπ,−1

)
, n integer.

As for intervals, where sine isincreasing, ordecreasing, they will be of the form
[
xvalley, xpeak

]
,

or
[
xpeak, xvalley

]
, in an alternating pattern. The peak that follows a valley isthe closest on on the

right, which isπ units away; same goes for valleys that follow peaks, so our pattern is:

sine isincreasingon intervals of the form:
[
xvalley, xvalley + π

]

sine isdecreasingon intervals of the form:
[
xpeak, xpeak+ π

]

Using what we have learned so far, we can now outline a method of solving theelementary
sine equations, which are those of the form

sin x = number. (2.4.6)

As it turns out, the method depends slightly on the value of the right-hand side. Based on the
features of the sine function, we already know how to handle four cases, which we summarize as
follows.

8 This pretty clear, because“ 3π
2
+ multiple of2π” is same as“−π

2
+ multiple of2π.” .
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The “Easy” Sine Equations

(a) If numberis not in the interval[−1, 1], then the equation(2.4.6)hasno solution.

(b) if number= −1, then all the solutions of(2.4.6)are of the form:x = −π
2
+ 2nπ, n

integer.

(c) if number= 1, then all the solutions of(2.4.6)are of the form:x =
π

2
+ 2nπ, n integer.

(d) if number= 0, then all the solutions of(2.4.6)are of the form:x = nπ, n integer.

The remaining case, which we will call the “hard” sine equation needs to be treated in a special
way, in which the first step will be the solving of theassociated reference angle equation

sin(xref) =
∣∣number

∣∣, xref in
[
0,
π

2

]
. (2.4.7)

Note that the right-hand side of (2.4.7) uses theabsolute value, and based on the given restriction,
the equation has aunique solution. Once the reference angle equation is solved, the “hard” equation
can be solved as follows.

The “Hard” Sine Equations

Assume−1 < number< 1 with number6= 0, andxref is the unique solution of the associ-
ated reference angle equation (2.4.7).
I. The original equation(2.4.6) will always haveexactly two basic solutions. Depending

on thesignof number, these basic solutions are as follows.
(a) If numberis positive, the two basic solutions are:x1 = xref andx2 = π − xref.
(b) If numberisnegative, the two basic solutions are:x1 = π + xref andx2 = 2π − xref.

II. Once the basic solutions are found,every solutionx of (2.4.6) is of the form:

x = x1 + 2nπ, n integer, or
x = x2 + 2nπ, n integer.

CLARIFICATIONS. The fact that the “hard” sine equation has alwaystwo basic solutionsfol-
lows from the “Four-Point Game” (see Section 2.2, especially Figure 2.2.5), by which we know

that, given anyα in
[
0,
π

2

]
, the other rotation angles in[0, 2π] that haveα as their reference angles

are:π − α, π + α and2π − α.
For the “hard” sine equation, the two possibilities discussed above are illustrated in the two

figures below.

number

x1 x2π
2

3π
2π 2π
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Figure 2.4.3

The figure above depicts case(a), when the right-hand side of (2.4.6) is positive. One of the
two basic solutions lies in

[
0, π

2

]
– quadrant I; the other one lies in

[
π
2
, π
]

– quadrant II.

number

x1 x2

π
2

3π
2π 2π

Figure 2.4.4

The figure above depicts case(b), when the right-hand side of (2.4.6) is negative. One of the
two basic solutions lies in

[
π, 3π

2

]
– quadrant III; the other one lies in

[
3π
2
, 2π
]

– quadrant IV.

Example 2.4.1. Suppose we want to solve the equation

sin x =

√
3

2
. (2.4.8)

The associated reference angle equation is

sin(xref) =

√
3

2
, xref in

[
0,
π

2

]
.

which clearly (based on the “familiar” values of sine for acute angles), has the solutionxref =
π

3
.

Following the method outlined above the two steps go as follows.
I. Since the original (given) equation has positive right-hand side, the two basic solutions of

(2.4.8) are

x1 = xref =
π

3
;

x2 = π − xref = π − π

3
=

2π

3
.

II. Using the above basic solutions,all solutionsof (2.4.8) are:

x =
π

3
+ 2nπ, n integer;

x =
2π

3
+ 2nπ, n integer.

Example 2.4.2. Suppose we want to solve the equation

sin x = −1
2
. (2.4.9)
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The associated reference angle equation is

sin(xref) =
1

2
, xref in

[
0,
π

2

]
.

which clearly (based on the “familiar” values of sine for acute angles), has the solutionxref =
π

6
.

Following the method outlined above the two steps go as follows.
I. Since the original (given) equation has negative right-hand side, the two basic solutions of

(2.4.9) are

x1 = π + xref = π +
π

6
=

7π

6
;

x2 = 2π − xref = 2π − π

6
=

11π

6
.

II. Using the above basic solutions,all solutionsof (2.4.9) are:

x =
7π

6
+ 2nπ, n integer;

x =
11π

6
+ 2nπ, n integer.�

The above technique for solving elementary sine equations is very inefficient. We will
revisit it in Section 2.6.

There are cases, when we only want to solve an elementary sineequation in a specified interval.
In these instances all we have to do is tofind the values of the integern, for each list of solutions,
which yield the corresponding general solution in the specified interval.

Example 2.4.3. Suppose we want to solve the equation

sin x = −0.6. (2.4.10)

in the interval[−π, 5π]. As we see from the graph below, this problem has six solutions, listed in
increasing order:x1, x2, x3, x4, x5, x6, where the basic solutions arex3 andx4.

x1 x2 x3 x4 x5 x6

−0.6

Figure 2.4.5

The associated reference angle equation is

sin(xref) = 0.6, xref in
[
0,
π

2

]
,

which can be solved on a calculator (using thesin-1 function;do not forget to set the calculator
to work in radians!): xref ≃ 0.643501109. Following the method outlined above the two steps go
as follows.
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I. Since the original (given) equation has negative right-hand side, the two basic solutions of
(2.4.10) are

x3 = π + xref ≃ π + 0.643501109 ≃ 3.785093762;

x4 = 2π − xref ≃ 2π − 0.643501109 ≃ 5.639684198.

II. Using the above basic solutions,all solutionsof (2.4.10) are:

x = x3 + 2nπ ≃ 3.785093762 + n · 6.283185307, n integer; (2.4.11)

x = x4 + 2nπ ≃ 5.639684198 + n · 6.283185307, n integer. (2.4.12)

With these calculations in mind, we need to see
(i) what values ofn can be plugged in (2.4.11) to yield numbers in the interval[−π, 5π] ≃

[−3.1441592954, 15.70796327], and likewise,
(ii) what values ofn can be plugged in (2.4.12) to yield numbers in the same interval [−π, 5π] ≃

[−3.1441592954, 15.70796327].
Equivalently, we need to find how the other four solutionsx1, x2, x5, x6 are linked to the basic
solutionsx3, x4.

For question (i), it is clear that the only values that work inthe list (2.4.11) aren = −1, n = 0
andn = 1. Equivalently, among our four additional solutions, the ones that are in the list (2.4.11)
are:

x1 = x3 − 2π ≃ 3.785093762− 6.283185307 ≃ −2.498091545,
x5 = x3 + 2π ≃ 3.785093762 + 6.283185307 ≃ 10.06827907.

Likewise, in question (ii) the only values that work in the list (2.4.12) are againn = −1, n = 0
andn = 1. Equivalently, among our four additional solutions, the ones that are in the list (2.4.12)
are:

x2 = x4 − 2π ≃ 5.639684198− 6.283185307 ≃ −0.643501109,
x6 = x4 + 2π ≃ 5.639684198 + 6.283185307 ≃ 11.92286951.

So our conclusion is that equation (2.4.10) hassix solutions in the interval[−π, 5π], which
are (approximatively):x1 = −2.498091545, x2 = −0.643501109, x3 = 3.785093762, x4 =
5.639684198, x5 = 10.06827907, andx6 = 11.92286951.

The Graph of the Cosine Function
Graphing the cosine function is executed in the exact same manner as with sine. Ourfundamen-

tal intervalwill again be:[0, 2π). The graph of the cosine function, together with the fundamental
interval of our choice (shown in green) and the “master tile”(shown in purple), is depicted in the
figure below.

π
2

π

3π
2

2π 3π 4π−π−2π

1

−1

Figure 2.4.6
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Features of the Cosine Function

(i) Domain= all real numbers.
(ii) Range= [−1, 1]

(iii) y-intercept= 1
(iv) x-intercepts= π

2
+ nπ, n integer

(v) absolute maximum value= 1, atx = 2nπ, n integer
(vi) absolute minimum value= −1, atx = π + 2nπ, n integer
(vii) increasing:on all intervals of the form

[
− π + 2nπ, 2nπ

]
, n integer

(viii) decreasing:on all intervals of the form
[
2nπ, π + 2nπ

]
, n integer

(ix) even/odd: cosine function iseven
(x) period= 2π; preferred fundamental interval: [0, 2π)

CLARIFICATIONS. The easiest way to see why the cosine function has the above features is to
use the following well known fact from Algebra.

Horizontal Shift Rule for Graphs

If two functionsf andg are related by the identity

g(x) = f(x− h),
then the graph ofg is obtained from the graph off by a horizontal shift ofh units. In
particular,
• if h is positive, the horizontal shift will “push” the graph off to theright;
• if h is negative, the horizontal shift will “push” the graph off to theleft;

Since, using the Anti-Complement Formulas, we have

cos x = sin
(
x+

π

2

)
,

it follows that the graph of the cosine function is obtained from the graph ofthe sine function, by
“pushing” it to the left by π

2
.�

Why do we “push” the graph of sine to theleft to get the graph of cosine? When we work
with f(x) = sin x andg(x) = cosx, these two functions are related as in the Horizontal Shift
Rule, withh = −π

2
, so the shift that gets us from the graph off to the graph ofg will be indeed

towards the left.

We can now also outline a method of solving theelementary cosine equations, which are those
of the form

cos x = number. (2.4.13)

As was the case with the sine equation, the method again depends slightly on the value of the
right-hand side. Based on the features of the cosine function, we already know how to handle four
cases, which we summarize as follows.
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The “Easy” Cosine Equations

(a) If numberis not in the interval[−1, 1], then the equation(2.4.13)hasno solution.
(b) if number= −1, then all the solutions of(2.4.13)are of the form:x = π + 2nπ, n

integer.
(c) if number= 1, then all the solutions of(2.4.13)are of the form:x = 2nπ, n integer.

(d) if number= 0, then all the solutions of(2.4.13)are of the form:x =
π

2
+ nπ, n integer.

Exactly as was we did with the sine equation, the remaining case, which we will call the “hard”
cosine equation needs to be treated in a special way, in whichthe first step will be the solving of
theassociated reference angle equation

cos(xref) =
∣∣number

∣∣, xref in
[
0,
π

2

]
. (2.4.14)

As before, the right-hand side of (2.4.14) uses theabsolute value, and based on the given restric-
tion, the equation has aunique solution. Once the reference angle equation is solved, the “hard”
equation can be solved as follows.

The “Hard” Cosine Equations

Assume−1 < number< 1 with number6= 0, andxref is the unique solution of the associ-
ated reference angle equation (2.4.14).
I. Theoriginal equation(2.4.13) will always haveexactly two basic solutions. Depending

on thesignof number, these basic solutions are as follows.
(a) If numberis positive, the two basic solutions are:x1 = xref andx2 = 2π − xref.
(b) If numberis negative, the two basic solutions are:x1 = π − xref andx2 = π + xref.

II. Once the basic solutions are found,every solutionx of (2.4.13) is of the form:

x = x1 + 2nπ, n integer, or
x = x2 + 2nπ, n integer.

CLARIFICATIONS. As was the case with the sine equations, the fact that the “hard” equation
has alwaystwo basic solutionsfollows from the “Four-Point Game.

For the “hard” cosine equation, the two possibilities discussed above are illustrated in the two
figures below.

number

x1 x2π
2

3π
2π 2π

Figure 2.4.7
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The figure above depicts case(a), when the right-hand side of (2.4.13) is positive. One of the
two basic solutions lies in

[
0, π

2

]
– quadrant I; the other one lies in

[
3π
2
, 2π
]

– quadrant IV.

number

x1 x2

π
2

3π
2π 2π

Figure 2.4.8

The figure above depicts case(b), when the right-hand side of (2.4.13) is negative. One of the
two basic solutions lies in

[
π
2
, π
]

– quadrant II; the other one lies in
[
π, 3π

2

]
– quadrant III.

Example 2.4.4. Suppose we want to solve the equation

cosx =

√
2

2
. (2.4.15)

The associated reference angle equation is

cos(xref) =

√
2

2
, xref in

[
0,
π

2

]
.

which clearly (based on the “familiar” values of sine for acute angles), has the solutionxref =
π

4
.

Follows the method outlined above the two steps go as follows.
I. Since the original (given) equation has positive right-hand side, the two basic solutions of

(2.4.15) are

x1 = xref =
π

4
;

x2 = 2π − xref = 2π − π

4
=

7π

4
.

II. Using the above basic solutions,all solutionsof (2.4.15) are:

x =
π

4
+ 2nπ, n integer;

x =
7π

4
+ 2nπ, n integer.

Example 2.4.5. Suppose we want to solve the equation

cos x = −1
2
. (2.4.16)
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The associated reference angle equation is

cos(xref) =
1

2
, xref in

[
0,
π

2

]
.

which clearly (based on the “familiar” values of sine for acute angles), has the solutionxref =
π

3
.

Follows the method outlined above the two steps go as follows.
I. Since the original (given) equation has negative right-hand side, the two basic solutions of

(2.4.16) are

x1 = π − xref = π − π

3
=

2π

3
;

x2 = π + xref = π +
π

3
=

4π

3
.

II. Using the above basic solutions,all solutionsof (2.4.16) are:

x =
2π

3
+ 2nπ, n integer;

x =
4π

3
+ 2nπ, n integer.�

The above technique for solving elementary cosine equations is very inefficient. We will
revisit it in Section 2.6.

The Graphs of the Tangent and Cotangent Functions
For the tangent function, which has periodπ, our preferred choice for thefundamental interval

is
(
− π

2
,
π

2

)
. The graph of the tangent, together with the fundamental interval of our choice

(shown in green) and the “master tile” (shown in purple), is depicted in the figure below.

−π
2

− 3π
2

− 5π
2

π
2

3π
2

5π
2

π 2π−π−2π

Figure 2.4.9
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Features of the Tangent Function

(i) Domain= all real numbers,except for odd multiples of
π

2
. Thus9 the graph has

vertical asymptotes:

x =
π

2
+ nπ, n integer.

(ii) Range= all real numbers
(iii) y-intercept= 0
(iv) x-intercepts= nπ, n integer
(v) local maximum value(s)= none

(vi) local minimum value(s)= none
(vii) increasing:on all intervals of the form

(
− π

2
+ nπ,

π

2
+ nπ

)
, n integer

(viii) decreasing:onno interval
(ix) even/odd: tangent function isodd

(x) period= π; preferred fundamental interval:
(
− π

2
,
π

2

)

CLARIFICATIONS. Most of these features can betraced back in the “master tile,” which is the

piece of the graph over the fundamental interval
(
− π

2
,
π

2

)
. Sincetan x =

sin x

cosx
, it follows that

• thezeros (x-intercepts) of tangentare the same as thezeros (x-intercepts) of sine;
• the vertical asymptotes for of tangentare at the same points as thezeros (x-intercepts) of

cosine.

The method for solving theelementary tangent equations, which are those of the form

tan x = number, (2.4.17)

is similar to the one for sine or cosine equations, but is significantly simplified. We start, of course,
with theassociated reference angle equation

tan(xref) =
∣∣number

∣∣, xref in
[
0,
π

2

)
, (2.4.18)

and once we solve (2.4.18), the method goes as follows.

The Tangent Equations

Assumexref is the unique solution of the associated reference angle equation (2.4.18).
I. The original equation(2.4.17) will always haveexactly one basic solution. Depending

on thesignof number, the unique basic solution is computed as follows.
(a) If numberis positive, the basic solution is:x0 = xref.
(b) If numberis negative, the basic solution is:x0 = − xref.

9 An odd multiple of
π

2
is a number of the form(2n+ 1)

π

2
=

π

2
+ nπ.
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II. Once the basic solution is found,every solutionx of (2.4.17) is of the form:

x = x0 + nπ, n integer.

CLARIFICATIONS. The fact that the tangent equation has alwaysonly one basic solutionfol-
lows from the formula for negatives, and the“Four-Point Game” (see Section 2.2, especially Figure

2.2.5), by which we know that, given anyα in
[
0,
π

2

)
, the only other rotation angle in

(
− π

2
,
π

2

)

that hasα as its reference angle is−α.

Example 2.4.6. Suppose we want to solve the equation

tanx = − 1√
3
. (2.4.19)

The associated reference angle equation is

tan(xref) =
1√
3
, xref in

[
0,
π

2

)
.

which clearly (based on the “familiar” values of tangent foracute angles), has the solutionxref =
π

6
.

Follows the method outlined above the two steps go as follows.
I. Since the original (given) equation has negative right-hand side, the basic solution of (2.4.19)

is
x0 = − xref = −π

6
.

II. Using the above basic solution,all solutionsof (2.4.19) are:

x = −π
6
+ nπ, n integer.�

The above technique for solving elementary tangent equations will be improved in Section
2.6.

As for the graph of the cotangent function, we are going to usea technique similar to the one
that allowed us to transform the graph of sine into the graph of cosine. However, transforming
tangent into cotangent, in a way that allows us to keep it simple at the graph level, requires two
steps, because, using the formulas for negative complements, we can write

cot x = − tan
(
x− π

2

)
,

which means that, when we define the auxiliary functionf(x) = tan
(
x− π

2

)
, the following state-

ments hold true.
1. The graph off is obtained from the graph of tangent by aright translation by

π

2
.

2. The graph ofcot x = −f(x) is obtained from the graph off by flipping about thex-axis.
Combining these two observations, we see thatthe graph of cotangent is obtained from the graph

of tangent by pushing first to theright by
π

2
, thenflipping about thex-axis. For this reason, the

cotangent function has its graph as depicted in the figure below.
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−π−2π π 2π 3π

π
2

3π
2

5π
2

−π
2

− 3π
2

Figure 2.4.10

Our preferred choice for thefundamental intervalis now(0, π). Figure 2.4.10 above shows the
graph of the cotangent, together with the fundamental interval of our choice (shown in green) and
the “master tile” (shown in purple).

Features of the Cotangent Function

(i) Domain= all real numbers,except for integer multiples ofπ. Thus the graph has
vertical asymptotes:

x = nπ, n integer.

(ii) Range= all real numbers
(iii) y-intercept= none

(iv) x-intercepts=
π

2
+ nπ, n integer

(v) local maximum value(s)= none
(vi) local minimum value(s)= none
(vii) increasing:on no interval

(viii) decreasing:on all intervals of the form(nπ, (n+ 1)π), n integer
(ix) even/odd: tangent function isodd
(x) period= π; preferred fundamental interval: (0, π)

CLARIFICATIONS. The fundamental interval(0, π) for cotangent is obtained by pushing the

interval
(
− π

2
,
π

2

)
– the fundamental interval for tangent – to the right by

π

2
. Sincecot x =

cos x

sin x
,

it follows that
• thezeros (x-intercepts) of cotangentare the same as thezeros (x-intercepts) of cosine;
• thevertical asymptotes for of cotangentare at the same points as thezeros (x-intercepts) of

sine.

Concerning theelementary cotangent equations

cot x = number, (2.4.20)
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except for the casenumber= 0, which corresponds to thex-intercepts, all other cases reduce to the
tangent equation

tan x =
1

number
,

so no additional analysis is needed. In either case, the general solution of (2.4.20) will always be
of the form

x = x0 + nπ, n integer.

The Graphs of the Secant and Cosecant Functions
As the graphs of secant and cosecant are quite complicated, they are seldom used. These

graphs, depicted in Figure 2.4.11 and Figure 2.4.12 are onlyincluded here for the sake of com-
pleteness.

For the secant function, which has period2π, our preferred choice for thefundamental “in-

terval” is
(
− π

2
,
3π

2

)
, with

π

2
removed. One way to describe such sets is to call thempunctured

intervals. The graph of the secant, with the fundamental punctured interval of our choice (shown
in green) and the “master tile” (shown in purple), is depicted in the figure 2.4.11 below.

−π
2

− 3π
2

− 5π
2

π
2

3π
2

5π
2

π 2π−π−2π

−1

1

Figure 2.4.11

Features of the Secant Function

(i) Domain= all real numbers,except for odd multiples of
π

2
. Thus the graph hasvertical

asymptotes:

x =
π

2
+ nπ, n integer.

(ii) Range= (−∞,−1] ∪ [1,∞), that is, real numbers, either≤ −1, or≥ 1



CHAPTER 2. TRIGONOMETRY BEYOND ACUTE ANGLES 105

(iii) y-intercept= 1
(iv) x-intercepts= none
(v) local maximum value(s)= −1, atx = π + 2nπ, n integer

(vi) local minimum value(s)= 1, atx = 2nπ, n integer

(vii) increasing:on all intervals of the form
[
2nπ,

π

2
+2nπ

)
, n integer, and on all intervals

of the form
(π
2
+ 2nπ, π + 2nπ

]
, n integer

(viii) decreasing:on on all intervals of the form
[
π+2nπ,

3π

2
+2nπ

)
, n integer, and on all

intervals of the form
(
− π

2
+ 2nπ, 2nπ

]
, n integer

(ix) even/odd: secant function iseven

(x) period= 2π; preferred fundamentalpuncturedinterval:
(
− π

2
,
π

2

)
∪
(π
2
,
3π

2

)

CLARIFICATIONS. Sincesec x =
1

cosx
, it follows that: thevertical asymptotes for of secant

are at the same points as thezeros (x-intercepts) of cosine.

It is not necessary to discuss the elementary secant equations, because (as was the case with
cotangent), using reciprocals, they can be reduced to cosine equations.

As for the graph and features of the cosecant function, we canagain use graph transformations
that allow us to relate cosecant to secant. Indeed, using thenegative complement formulas, we
know that

sec x = csc
(
x− π

2

)
.

What this means is thatthe graph of cosecant is obtained from the graph of secant by pushing it

to theright by
π

2
. Our preferred choice for thefundamentalpuncturedinterval for cosecant will

therefore be(0, 2π), with π removed. The graph of the cosecant, with the fundamental punctured
interval of our choice (shown in green) and the “master tile”(shown in purple), is depicted in the
figure below.

−π−2π π 2π 3π

π
2

3π
2

5π
2

−π
2

− 3π
2

−1

1

Figure 2.4.12
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Features of the Cosecant Function

(i) Domain= all real numbers,except for multiples ofπ. Thus the graph hasvertical
asymptotes:

x = nπ, n integer.

(ii) Range= (−∞,−1] ∪ [1,∞), that is, real numbers, either≤ −1, or≥ 1
(iii) y-intercept= none
(iv) x-intercepts= none

(v) local maximum value(s)= −1, atx = −π
2
+ 2nπ, n integer

(vi) local minimum value(s)= 1, atx =
π

2
+ 2nπ, n integer

(vii) increasing:on all intervals of the form
[π
2
+ 2nπ, π + 2nπ

)
, n integer, and on all

intervals of the form
(
π + 2nπ,

3π

2
+ 2nπ

]
, n integer

(viii) decreasing:on on all intervals of the form
[
− π

2
+ 2nπ, 2nπ

)
, n integer, and on all

intervals of the form
(
2nπ,

π

2
+ 2nπ

]
, n integer

(ix) even/odd: cosecant function isodd
(x) period= 2π; preferred fundamentalpuncturedinterval: (0, π) ∪ (π, 2π)

CLARIFICATIONS. Sincecsc x =
1

sin x
, it follows that: thevertical asymptotes for of cosecant

are at the same points as thezeros (x-intercepts) of sine.

Exercises
In Exercises 1–9 you are asked to list all features (Period, Even/Odd/Neither, Domain, Range,

Intercepts, Maximum and Minimum Values and where they are attained, as well as Intervals where
the function is Increasing/Decreasing) for the given function , and then to sketch the graph.

1. f(x) = 1 + sin x

2. f(x) = 1− sin x

3. f(x) = −1
2
+ sin x

4. f(x) = − sin x

5. f(x) = 3 + sin x

6. f(x) = 1 + cosx

7. f(x) =

√
2

2
+ cosx

8. f(x) =

√
3

2
− cos x
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9. f(x) = 5 + cosx

In Exercises 10–14 you are asked to list all features (Domain, Range, Intercepts, Vertical
Asymptotes, Intervals where the function is increasing/decreasing, and Periodicity) for the given
function , and then to sketch the graph.

10. f(x) = 1 + tanx

11. f(x) = 1− tan x

12. f(x) = tan
(
x+

π

4

)

13. f(x) = 1− tan
(
x+

3π

4

)

14. f(x) = 1 + cot x

In Exercises 15–27 you are asked to solve a trigonometric equation, either by finding all solu-
tions, or only those in a specified interval.

15. Findall solutionsof: sin x =

√
2

2
. Use exact values.

16. Findall solutionsof: sin x = −
√
2

2
. Use exact values.

17. Findall solutionsof: sin x = −2. Use exact values.

18. Given the equationsin x = −0.2, find only the solutions that are in the interval[−π, 5π].
Round to nearest0.01.

19. Given the equationsin x = −1
2

, find only the solutions that are in the interval[−3π, 3π].
Use exact values.

20. Findall solutionsof: cosx = −
√
2

2
. Use exact values.

21. Given the equationcosx =

√
3

2
, find only the solutions that are in the interval[3π, 9π]. Use

exact values.

22. Given the equationcos x = −
√
3

2
, find only the solutions that are in the interval[−π, 4π].

Use exact values.

23. Findall solutionsof: cosx = −3. Use exact values.

24. Given the equationcosx = 0.7, find only the solutions that are in the interval[−2π, 4π].
Round to nearest0.01.

25. Findall solutionsof: tanx = −
√
3. Use exact values.
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26. Given the equationtan x = −1, find only the solutions that are in the interval[−π, 6π]. Use
exact values.

27. Given the equationtanx = −7, find only the solutions that are in the interval[π, 6π]. Round
to nearest0.01.

2.5 General Sinusoidal Functions and Their Graphs

In this section we examine an important type of periodic functions, which based on what we
learned so far, can be easily studied and graphed.

Shrinking/Stretching Graphs
Besides graph transformations that involveshifts, we also have a good idea about how graphs

change when wescale the variables. In vector coordinates, the transformations we are using are
those given by

Σ

([
x
y

])
=

[
px
qy

]
=

[
p 0
0 q

]
·
[
x
y

]

wherep > 0 andq > 0 are two (fixed) real numbers, which we call thex- andy-stretch factors.
Such transformations are calledstretch transformations.

If we think the plane as a big sheet of rubber pinned at the origin, such a transformation
stretches by a factor ofp in the horizontal direction, and by a factor ofq in the vertical direc-
tion. For example, if we we perform a stretch transformation withstretch factorsp = 1.5 and
q = 0.8, then the unit circle will be transformed into a “football-shaped” curve, which is what we
call anellipse. (More on these in Chapter 5.)

Σ

Figure 2.5.1

Of course, a “true stretch” take place when the factor is greater than1. If a factor is less than1,
a shrinkage will take place. For example, in the case illustrated in Figure 2.5.1 the transformation
Σ streches in the horizontal direction and shrinks in the vertical direction.

When graphs of functions are involved, the following easy rule applies.
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Graph Scaling Rule

Given two functionsf andg, which are linked by:

f(x) = ag(bx),

the graph off is obtained from the graph ofg by applying a stretch transformation with

(A) x-stretch factorp =
1

b
, and

(B) y-stretch factorq = a.

The Standard Sine-Wave Functions

Of special interest to us are thestandard sine-wave functions, which are those of the form

σ(x) = a sin(bx); a, b positive. (2.5.1)

The numbera is called theamplitude of σ. The numberb is called thefrequency ofσ. Using the
Graph Scaling Rule, such functions have their graphs looking very much like the graph of sine,
except that they are stretched in both directions by the two stretch factors described in (A) and (B)
above. In particular, it follows thatσ is periodic, with

Period=
2π

b
.

The functionsσ behave very much like the sine function, except that their features are slightly
modified to take the stretchings into account.

Features of Standard Sine-Wave Functions

If the functionσ is given by (2.5.1), then it has the following features.
(i) Domain ofσ = all real numbers.
(ii) Range ofσ = [−a, a]

(iii) y-intercept= 0

(iv) x-intercepts=
nπ

b
, n integer

(v) absolute maximum value= a, atx =
π

2b
+

2nπ

b
, n integer

(vi) absolute minimum value= −a, atx = − π
2b

+
2nπ

b
, n integer

(vii) increasing:on all intervals of the form
[
− π

2b
+

2nπ

b
,
π

2b
+

2nπ

b
], n integer

(viii) decreasing:on all intervals of the form
[ π
2b

+
2nπ

b
,
3π

2b
+

2nπ

b

]
, n integer

(ix) even/odd: the functionσ is odd

(x) period=
2π

b
; preferred fundamental interval:

[
0,

2π

b

)

Example 2.5.1. Consider the functionσ(x) = 3 sin 2x.
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π

Figure 2.5.2

When compared to the graph of the usual sine function (shown in gray), the graph ofσ is shrunk
horizontally in half, thenstretched vertically by a factor of3. The functionσ is periodic with

period=
2π

2
= π, so when we graph it, the “master tile” will be over the fundamental interval:

[0, π).

Shifted Sine-Wave Functions
Our knowledge of standard sine-wave can also be applied to their shiftedversions, which have

the form

f(x) = a sin
(
b(x− φ)

)
= σ(x− φ), (2.5.2)

whereσ is a standard sine-wave function of the form (2.5.1), andφ is some other (fixed) number,
which is called thephase shift off . The graph of such a function is obtained from thegraph ofσ,
by applying a horizontal shift:
• if φ is positive, the shift is towards theright (byφ units);
• if φ is negative, the shift is towards theright (by−φ units).
Of course, the functions we are dealing with here are precisely those that can be presented in

the form:

f(x) = a sin(bx+ c); a, b positive. (2.5.3)

Features of Shifted Standard Sine-Wave Functions

If a functionf is presented as
f(x) = a sin(bx+ c), (2.5.4)

with a andb positive, then it can also be presented as ashifted standard sine-wave equation
(2.5.2), with phase shift:

φ = −c
b
. (2.5.5)

Additionally, the functionf has:
(i) Domain off = all real numbers.
(ii) Range off = [−a, a]

(iii) y-intercept= sin c

(iv) x-intercepts= φ+
nπ

b
, n integer

(v) absolute maximum value= a, atx = φ+
π

2b
+

2nπ

b
, n integer

(vi) absolute minimum value= −a, atx = φ− π

2b
+

2nπ

b
, n integer

(vii) increasing:on all intervals of the form
[
φ− π

2b
+

2nπ

b
, φ+

π

2b
+

2nπ

b
], n integer
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(viii) decreasing:on all intervals of the form
[
φ+

π

2b
+

2nπ

b
, φ+

3π

2b
+

2nπ

b

]
, n integer

(ix) period=
2π

b
; preferred fundamental interval:

[
φ, φ+ period

)
=
[
φ, φ+

2π

b

)

Example 2.5.2.Consider the functionf(x) = 3 sin
(
2x+

π

3

)
.

Theamplitudeof f is: 3. Theperiodof f is:
2π

2
= π, and the phase shift will be

φ = −
π

3
2

= −π
6
,

so the fundamental interval will have

start= φ = −π
6
;

end= φ+ Period= −π
6
+ π =

5π

6
.

The graph off is then obtained from the graph of the standard sine-wave functionσ(x) = 3 sin 2x

– same as the one from Example 2.5.1 – byshifting it to the left by−π
6

.

- π
6

5π

6

Figure 2.5.3

As it turns out, many functions can be re-written as shifted standard sine-wave functions. Basi-
cally, all functions of the formf(x) = msin(nx+ p) or f(x) = mcos(nx+ p), can be re-written
as in (2.5.3), using one of the formulas for negatives, the (anti-)complement formulas, or the add
π formulas.

Example 2.5.3.Consider the functionf(x) = −3 cos 2x.

As it turns out, using the formulas for anti-complements, that is,cosα = sin
(
α+

π

2

)
, we can

rewrite
f(x) = −3 cos 2x = −3 sin

(
2x+

π

2

)
.

Since adding/subtractingπ changes signs in thesin function, that is,sin(α+π) = sin(α−π) =
−sinα, we can re-write our function as:

f(x) = −3 sin
(
2x+

π

2

)
= 3 sin

(
2x+

π

2
−π
)
= 3 sin

(
2x−π

2

)
.

So when we matchf with ashifted standard sine-wave function, we get:
• amplitude= 3;

• period=
2π

2
= π;
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• phase shift:

φ = −
−π
2
2

=
π

4
;

• fundamental interval with

start= φ =
π

4
;

start= φ+ Period=
π

4
+ π =

5π

4
.

The graph off is then obtained from the graph of the standard sine-wave functionσ(x) = 3 sin 2x

– same as the one from Example 2.5.1 – byshifting it to the right by
π

4
.

π

4

5π

4

Figure 2.5.4

Finding the Equations of Sinusoidal Graphs
The problem we are concerned with here is the following:Given agraph (known to be the

graph of a shifted sine-wave function), find itsequation. The preferred form of the equation we
seek is:

y = asin(bx+ c),

with botha andb positive, so in effect the right-hand side is ashifted standard sine-wave function.
Of course, what we are doing is nothing else but tracing back the steps used in graphing such
functions, which means that we use the following three-stepmethod.

I. Find a fundamental interval, that is, an interval on thex-axis that “is responsible” for
complete sine-wave; once such and interval is found, with itsstartandend, we set:
• phase shift:φ = start;
• period= end− start, or equivalently,period= length of the fundamental interval.

II. Compute the coefficients:b =
2π

period
andc = −φ · b.

III Seta = amplitude(by identifying the maximum/minimumy-coordinates on the graph).

Example 2.5.4. Consider the graph shown in the picture below, in which all tick marks are
spaced1 unit appart.

Figure 2.5.5
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To find the equation that represents this graph, we follow thethree steps outlined above.
I. One complete sine-wave (shown in purple) sits over the interval from−1 to 3, so one

choice10 our fundamental interval is[−1, 3). Based on this choice, our function will have
phase shiftφ = −1, andperiod= 4.

II. Using the preceding identifications, we have

b =
2π

period
=

2π

4
=
π

2
;

c = −φ · b = −(−1) · π
2
=
π

2
.

III. As the y-coordinate of the highest points of the graph is2, we can seta = amplitude= 2.
With all these calculations, we now conclude that the graph from Figure 2.5.5 is simply given by
the equation

y = 2 sin
(π
2
x+

π

2

)
.

ExercisesIn Exercises 1–9 you are asked to doall of the following:

(a) If necessary, rewrite the given function in the formf(x) = a sin(bx + c) with a and b
positive.

(b) Find the amplitude, period and phase shift.
(c) Sketch the graph and highlight the “master tile.”

1. f(x) = 4 sin 3x

2. f(x) = −4 sin
(
2x+

π

4

)

3. f(x) = 2 sin
(
3x− π

3

)

4. f(x) = −2 sin
(
2πx+

π

2

)

5. f(x) = −4 sin
(π
3
− 3x

)

6. f(x) = 5 sin
(π
4
− 10x

)

7. f(x) = −4 cos 4x

8. f(x) = 2 cos
(
πx+

π

3

)

9. f(x) = −3 cos
(
4x− π

5

)

10. f(x) = −2 cos
(
2x+

π

4

)

10 Picking a fundamental interval is a matter of choice; other valid choices are for example[−5,−1), or [3, 7).
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11. f(x) = −6 cos
(π
3
− 2x

3

)

NOTE: A good supply of problems in which you are asked to find the equation, given the graph
(similar to Example 2.5.4), is provided in theK-STATE ONLINE HOMEWORK SYSTEM.

2.6 The Inverse Trigonometric Functions

In this section we introduce certain functions that ultimately will allow us to solve all elemen-
tary trigonometric equations, of the form

function(x) = number, (2.6.1)

wherefunction is one ofsin, cos, tan. The main problem with equations of the form (2.6.1) is
that they havemany(in fact infinitely many) solutions, so the main idea in defining our inverse
functions will be to build a “recipe” for picking upone particular solution.

Example 2.6.1. We have all become familiar with such a construction in Algebra, when we
learned about thesquare root operation. The way we constructed the square root was by defining√

numberto be the solution of the equation?2 = number, which is≥ 0. For example, when we
want to compute

√
81, we look at the equation?2 = 81, which hastwo solutions±9, and we pick

the one that is not negative, that is,9, and this particular solution is what we define
√
81 to be.

Inverse Functions
The best way to understand Example 2.6.1, in a way that is applicable in Trigonometry, is to

usefunctionterminology.

Given a functionf , and some setD contained in thedomain off , we say thatf isone-to-one
onD, if:
(⋆) wheneverx1 and x2 are two distinct elements inD (that is, x1 6=x2), it follows that

f(x1) 6= f(x2).

Example 2.6.2. If we consider the functionf(x) = x2 (with domain consisting of all real
numbers), thenf is not 1-1 on its entire domain, because for instance−1 6=1, but f(−1) = f(1).
One way to “fix” this problem is then to consider the setD = [0,∞). When we restrict to this set,
the desired property(⋆) will hold, so we can safely declare thatf is one-to-one on[0,∞).

The Restricted Inverse Function Construction

Given a functionf , which is one-to-one onD, we can define a functiong as follows:
(A) We let thedomain ofg to bethe set of all possible values off(x), asx runs throughD.
(B) For any number in the domain of g (as defined above), we define the quantity

g(number) = ? to be theunique element? in D that satisfies

f(?) = number. (2.6.2)
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The functiong defined this way, is called therestricted inverse (function) off relative to
D. In addition to (A) and (B) above, this function also has:
(C) range ofg = D.
In the case whenf is one-to-one, on its entire domain, the above functiong is called the
inverse (function) off , and is denoted byf−1. In this instance,
• domain off−1 = range off ;
• range off−1 = domain off .

Example 2.6.3. If we consider anexponential function, that is, one of the formf(x) = ax,
with a 6= 1 some positive constant, thenf is one-to-one on its entire domain (the set of all real
numbers). Thereforef has an inverse function associated with it, which is nothingelse but the
logarithimc function: f−1(x) = logax, x > 0. (The domain off−1 is the range of the exponential,
which we know to be equal to(0,∞).)

Example 2.6.4. If we consider the functionf(x) = x2 from Example 2.6.2, then its restricted
inverse relative to[0,∞) is precisely the square root functiong(x) =

√
x, x ≥ 0.

CLARIFICATION . Whenever restricted inverses of functions are constructed, they immediately
yield an important pair of formulas, as follows.

Inversion Identities

If the functionf is one-to-one onD and g is the restricted inverse off , relative toD,
then:
I. f

(
g(x)

)
= x, for everyx in thedomain ofg;

II. g
(
f(x)

)
= x, for everyx in D.

The next issue we can consider isgraphing(restricted) inverse functions. The most effective
way to handle this problem is to proceed as follows.

Graph Inversion

Suppose the functionf (whose graph is given) isone-to-one onD andg is therestricted
inverse off , relative toD. In order to graphg, we follow these steps.
1. We plot/mark only the points on the graph off that havex-coordinates inD. In other

words we only plot the points that satisfy

y = f(x), x in D. (2.6.3)

(If D is the entire domain off , then (2.6.3) is the entire graph off .)
2. The graph ofg is obtained byreflecting the points plotted/marked in step 1 about the

diagonal liney = x. In effect, this new plot is given by

x = f(y), y in D. (2.6.4)

Example 2.6.5. Consider the set-up from Example 2.6.4, withf(x) = x2 andD = [0,∞)
(shown on thex-axis in green).
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Figure 2.6.1

The entire graph off is shown in blue, while the plot obtained by step 1 is highlighted (drawn
thicker) in green. When we reflect (flip) this set about the diagonal (shown dashed in purple), we
obtain exactly the graph of the restricted inverse functiong(x) =

√
x, x ≥ 0, which can also be

presented as:
x = y2, y ≥ 0.

The Arcsine and Arccosine Functions
We wish now to apply the construction of a “reasonable” restricted inverse for the sine function

f(x) = sinx. We first need to identify a setD, on whichsineis one-to-one.

-π
2

π
2

1

−1

Figure 2.6.2

Based what we see in the above picture, a suitable choice of such a set is:D =
[
− π

2
,
π

2

]
. After

all (see Section 2.4), we also know thatsineis increasing on
[
− π

2
,
π

2

]
, and this clearly guarantees

one-to-one-ness. With this choice in mind, we can now define the following function.

Thearcsinefunction, denoted byarcsin, is therestricted inverse of thesinefunction, relative

to
[
− π

2
,
π

2

]
. Thedomain ofarcsin is the interval[−1, 1]. Therefore:

arcsin number= ? means:





sin ? = number

−1 ≤ number≤ 1

−π
2
≤ ? ≤ π

2

(2.6.5)

Using what we learned about graphing (restricted) inverses, the graph of arcsine is obtained
by reflecting about the diagonal the piece of the graph of sinefunction (shown in Figure 2.6.2 in

green) corresponding to the interval
[
− π

2
,
π

2

]
.
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-π
2

π
2

1

-1

Figure 2.6.3

The above figure depicts the graph ofarcsin (shown in thick red), together with its domain,

[−1, 1] and its range
[
− π

2
,
π

2

]
.

Features of the Arcsine Function

(i) Domain= [−1, 1].
(ii) Range=

[
− π

2
,
π

2

]

(iii) y-intercept= 0
(iv) x-intercept= 0

(v) absolute maximum value=
π

2
, atx = 1

(vi) absolute minimum value= −π
2

, atx = −1
(vii) increasing:on theentire domain[−1, 1].

(viii) decreasing:on no interval
(ix) even/odd: thearcsin function isodd
(x) inversion formulas:

sin(arcsin x) = x, for all x in [−1, 1]; (2.6.6)

arcsin(sinα) = α, for all α in
[
− π

2
,
π

2

]
. (2.6.7)

We can do calculations with values ofarcsin, without even caring about what these values
really are! After all, in Algebra we freely manipulate numbers like

√
2,
√
3, etc. without needing

to approximate their values.�
Read the example below very carefully!It contains several important steps needed for an

accurate calculation involvingarcsin.

Example 2.6.6. Suppose we want to find theexactvalue of

cos

(
arcsin

(
−1
3

))
.

For this type of a problem, we do not care of what the value ofarcsin
(
−1
3

)
really is. Instead,

we will denote it by some symbol, so using the meaning of arcsine, as in (2.6.5), we can let for



118 2.6. THE INVERSE TRIGONOMETRIC FUNCTIONS

instance

arcsin
(
−1
3

)
= α, meaning that:





sinα = −1
3

−π
2
≤ α ≤ π

2

(2.6.8)

The above characterization determinesα uniquely! Using this notation, our problem can be re-
stated as follows:Givenα, characterized by(2.6.8), findcos α.

To solve our problem, as restated above, we need to get a better handle onα, particularly to
identify thequadrant. We do this bynarrowing down the interval. For this purpose, we simply

notice that, sinceα sits in the interval
[
− π

2
,
π

2

]
, it can only be either

• in Quadrant IV, that is, in the interval
[
− π

2
, 0
]
, or

• in Quadrant I, that is, in the interval
[
0,
π

2

]
.

On the other hand, using (2.6.8), we know thatsinα is negative, which leaves us with only one

possibility:α sits in
[
− π

2
, 0
]
, thus in Quadrant IV.

We can now computecos α using the Coordinate Method explained in Section 2.2. All weneed
is to representα as an angle in standard position, and then find one point on itsterminal side. Using

the Coordinate Formulas, by which we know thatsin α =
y

r
, we can try to look for a pointP with

y = 1 andr = 3, so using the formular =
√
x2 + y2, we get (after taking squares):9 = x2 + 1,

thusx2 = 8, which yieldsx = ±
√
8. Of course, sinceP is in quadrant IV, itsx-coordinate is≥ 0,

so we must havex =
√
8, which finally gives:

cos

(
arcsin

(
−1
3

))
= cos α =

x

r
=

√
8

3
.�

The calculation done in the preceding Example will be improved upon soon! (See the topic
entitled “Identities for Inverse Trigonometric Functions” below.)

If we want do a construction similar to the one performed above, but for cosine instead of sine,
we need to identify a setD, on whichcosineis one-to-one.

π

1

−1

Figure 2.6.4

Based what we see in the above picture, a suitable choice of such a set is now:D = [0, π]. After
all (see Section 2.4), we also know thatcosineis decreasing on[0, π], and this clearly guarantees
one-to-one-ness. With this choice in mind, we can now define the following function.
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Thearccosinefunction, denoted byarccos, is therestricted inverse of thecosinefunction,
relative to[0, π]. Thedomain ofarccos is the interval[−1, 1]. Therefore:

arccos number= ? means:





cos ? = number

−1 ≤ number≤ 1

0 ≤ ? ≤ π

(2.6.9)

Using what we learned about graphing (restricted) inverses, the graph of arccosine is obtained
by reflecting about the diagonal the piece of the graph of cosine function (shown in Figure 2.6.4 in
green) corresponding to the interval[0, π].

π

1-1

Figure 2.6.5

The above figure depicts the graph ofarccos (shown in thick red), together with its domain,
[−1, 1] and its range[0, π].

Features of the Arccosine Function

(i) Domain= [−1, 1].
(ii) Range= [0, π]

(iii) y-intercept=
π

2
(iv) x-intercept= 1
(v) absolute maximum value= π, atx = −1

(vi) absolute minimum value= 0, atx = 1
(vii) increasing:on no interval.

(viii) decreasing:on theentire domain[−1, 1]
(ix) even/odd: thearccos function isneither odd, nor even
(x) inversion formulas:

cos(arccos x) = x, for all x in [−1, 1]; (2.6.10)

arccos(cosα) = α, for all α in
[
0, π]. (2.6.11)

The arcsin andarccos functions go “hand in hand,” due to the fact that sine and cosine are
related by the identity

cosα = sin
(π
2
− α

)
.
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If we inspect carefully the definitions ofarcsin andarccos, then the above identity will give us the
following important formula.

Complement Formula for Arcsine and Arccosine

arcsin x+ arccos x =
π

2
, for all x in [−1, 1]. (2.6.12)

From (2.6.12) one can easily derive the identities

arccos x =
π

2
− arcsin x, (2.6.13)

arcsin x =
π

2
− arccos x, (2.6.14)

which hold for allx in [−1, 1].
In particular, using (2.6.13) we can see that the graph ofarccos is obtained from the graph of

arcsin by
• flipping about thex-axis (which will produce the graph off(x) = − arcsin x), then

• shifting upward by
π

2
(which will produce the graph of

π

2
+ f(x) = arccos x).

Example 2.6.7.Suppose we are asked to find theexactvalues ofarcsin
(
−1
2

)
andarccos

(
−1
2

)
.

From the list of “familiar” values for sine, we remember thatsin
π

6
=

1

2
. Using the formula for

negatives for sine, it follows that

sin
(
−π
6

)
= −1

2
.

If we compare this calculation with the definition of arcsine, we clearly see that we have a good

match, that is? = −π
6

does satisfy all conditions in (2.6.5). So it is safe to conclude that:

arcsin
(
−1
2

)
= −π

6
.

As for arccos
(
−1
2

)
, although we may try to do a similar thing for arccosine, it iseasier if we use

(2.6.13) instead, which quickly gives us

arccos
(
−1
2

)
=
π

2
− arcsin

(
−1
2

)
=
π

2
−
(
−π
6

)
=
π

2
+
π

6
=

3π

6
+
π

6
=

4π

6

2π

3
.

Example 2.6.8.When we are asked toapproximatecertain values ofarcsin or arccos, we can
always use a calculator, where these functions are nothing else but our “old friends”sin-1 and

cos-1 . For instance, using a calculator, we can approximate

arcsin(−0.6) ≃ −0.643501109; arccos(−0.6) ≃ 2.214297436. (2.6.15)

Of course, in order to get this result we need to set the calculator to work withradians. What
happens whendegreesare used instead? The answer is very simple:
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• instead of producing an output in
[
− π

2
,
π

2

]
, the calculator functionsin-1 will yield a

value in the interval[−90, 90];
• instead of producing an output in[0, π], the calculator functioncos-1 will yield a value in

the interval[0, 180].
For instance, the values (2.6.15) computed in degrees will now be:

arcsin(−0.6) ≃ −36.86989765◦; arccos(−0.6) ≃ 126.86989765◦.�
Some texts denotearcsin by sin−1, andarccos by cos−1. Such notations are to beavoided,

as they are misleading in many ways. First of all, as “full” functions sine and cosine are not
one-to-one, so they to not have “full” function inverses. Secondly, the use of exponents has been
established as a shortcut for powers of trigonometric functions. (For instance,sin2 x is a shortcut
for (sin x)2.) The only reason we seesin-1 and cos-1 on a calculator is space-saving!

The Arctangent Function
Suppose now we want to find a restricted inverse of the tangentfunction, for which we need to

identify a setD, on whichtangentis one-to-one.

π
2

-π
2

Figure 2.6.6

Based what we see in the above picture, a suitable choice of such a set is now:D =
(
− π

2
,
π

2

)
.

After all (see Section 2.4), we also know thattangentis increasing on
(
− π

2
,
π

2

)
, and this clearly

guarantees one-to-one-ness. With this choice in mind, we can now define the following function.

Thearctangent function, denoted byarctan, is therestricted inverse of thetangentfunction,

relative to
(
− π

2
,
π

2

)
. Thedomain ofarctan is theset of all real numbers. Therefore:

arctan number= ? means:





tan ? = number

−π
2
< ? <

π

2

(2.6.16)

Using what we learned about graphing (restricted) inverses, the graph of arctangent is obtained
by reflecting about the diagonal the piece of the graph of tangent function (shown in Figure 2.6.6

in green) corresponding to the interval
(
− π

2
,
π

2

)
.
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π
2

-π
2

Figure 2.6.7

The above figure depicts the graph ofarctan (shown in thick red) and its range
(
− π

2
,
π

2

)
.

Features of the Arctangent Function

(i) Domain= all real numbers.
(ii) Range=

(
− π

2
,
π

2

)

(iii) y-intercept= 0
(iv) x-intercept= 0
(v) local maximum value= none

(vi) local minimum value= none
(vii) increasing:on theentire domain

(viii) decreasing:onno interval.
(ix) even/odd: thearctan function isodd
(x) inversion formulas:

tan(arctan x) = x, for all x; (2.6.17)

arctan(tanα) = α, for all α in
(
− π

2
,
π

2

)
. (2.6.18)

Example 2.6.9.Suppose we are asked to find theexactvalue ofarctan
(
−
√
3
)
.

From the list of “familiar” values for sine, we remember thattan
π

3
=
√
3. Using the formula

for negatives for tangent, it follows that

tan
(
−π
3

)
= −
√
3.

If we compare this calculation with the definition of arctangent, we clearly see that we have a good

match, that is? = −π
3

does satisfy all conditions in (2.6.16). So it is safe to conclude that:

arctan
(
−
√
3
)
= −π

3
.

As was the case witharcsin andarccos, values ofarctan can also beapproximatedusing the
calculator functiontan-1 , with the calculator set toradians. As was the case withsin-1 , when
degrees are used, the output will be in the interval(−90, 90).�

As previously explained, a notation liketan−1 instead ofarctan should beavoided.

Identities for Inverse Trigonometric Functions
Exactly as was the case with the usual trigonometric functions, for which we have quite a few

identities linking them (see Section 2.3), there are also several identities that involvearcsin, arccos,
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andarctan. The list of all possible identities is quite large, so we will only limit ourselves to the
most important ones. (Other, but not all possible ones, are moved to the Exercise section.)

Among the many identities , six have already been identified above, as the so-calledinversion
formulas: (2.6.6), (2.6.7), (2.6.10), (2.6.11), (2.6.17), and (2.6.18). Two additional identities we
have already dsicussed are those forcomplements: (2.6.13) and (2.6.14).

Another set of identities, which concernsnegatives, is as follows.

Formulas for Negatives

arcsin(−x) = − arcsin x, for everyx in [−1, 1]; (2.6.19)

arccos(−x) = π − arccos x, for everyx in [−1, 1]; (2.6.20)

arctan(−x) = − arctan x, for every real numberx. (2.6.21)

CLARIFICATIONS. Formulas (2.6.19) and (2.6.21) simply say thatarcsin andarcsin areodd.
As for the curious formula (2.6.20), it can be easily derivedfrom (2.6.19) and the complement
formulas (2.6.13), (2.6.14), because we can write

arccos(−x) = π

2
− arcsin(−x) = π

2
+ arcsin x =

π

2
+
π

2
− arccos x = π − arccos x.

We conclude with three sets of identities, which expand the inversion formulas (2.6.6), (2.6.10)
and (2.6.17). In a certain sense, these identities mirror those derived from the “Holy Grail of
Trigonometry.”

Trigonometric Functions of Inverses

Trigonometric Functions of arcsine. For everyx in [−1, 1], we have:

sin
(
arcsin x

)
= x; (2.6.22)

cos
(
arcsin x

)
=
√
1− x2; (2.6.23)

tan
(
arcsin x

)
=

{ x√
1− x2

, if x 6= ±1;

undefined, if x = ±1;
(2.6.24)

cot
(
arcsin x

)
=





√
1− x2
x

, if x 6= 0;

undefined, if x = 0;
(2.6.25)

sec
(
arcsin x

)
=





1√
1− x2

, if x 6= ±1;

undefined, if x = ±1;
(2.6.26)

csc
(
arcsin x

)
=

{
1

x
, if x 6= 0;

undefined, if x = 0;
(2.6.27)
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Trigonometric Functions of arccosine. For everyx in [−1, 1], we have:

sin
(
arccosx

)
=
√
1− x2; (2.6.28)

cos
(
arccosx

)
= x; (2.6.29)

tan
(
arccosx

)
=





√
1− x2
x

, if x 6= 0;

undefined, if x = 0;
(2.6.30)

cot
(
arccosx

)
=

{ x√
1− x2

, if x 6= ±1;

undefined, if x = ±1;
(2.6.31)

sec
(
arccosx

)
=

{ 1

x
, if x 6= 0;

undefined, if x = 0;
(2.6.32)

csc
(
arccosx

)
=





1√
1− x2

, if x 6= ±1;

undefined, if x = ±1;
(2.6.33)

Trigonometric Functions of arctangent. For every real numberx, we have:

sin
(
arctan x

)
=

x√
1 + x2

; (2.6.34)

cos
(
arctan x

)
=

1√
1 + x2

; (2.6.35)

tan
(
arctan x

)
= x. (2.6.36)

cot
(
arctan x

)
=

{
1

x
, if x 6= 0;

undefined, if x = 0;
(2.6.37)

sec
(
arctan x

)
=
√
1 + x2; (2.6.38)

csc
(
arctan x

)
=





√
1 + x2

x
, if x 6= 0;

undefined, if x = 0;
(2.6.39)

CLARIFICATIONS. To obtain (2.6.23) and the rest of the formulas forarcsin, we work exactly

as in Example 2.6.6. We setarcsin x = α, so thatα is in
[
− π

2
,
π

2

]
, andsinα = x, so that what

we need to find iscosα. We know thatcosα = ±
√

1− sin2 α = ±
√
1− x2. However, sinceα is

either in Quadrant I or in Quadrant IV, we also know thatcosα ≥ 0, so regardless whatα is, the
correct value iscosα = +

√
1− x2. With the value ofcosα computed, the value oftanα, and of

the others follow immediately.
The identity (2.6.38) and the rest of the formulas forarctan are obtained similarly, by setting

up arctanx = α, which is again in Quandrant I or IV, on whichsecα ≥ 0, and so we getsecα =
+
√
1 + tan2 α = +

√
1 + x2, from which everything else follows.
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To get the identity (2.6.28) and the rest of the formulas forarccos we set uparccos x = α,
which is now in[0, π] (Quadrant I or II), for whichsinα ≥ 0. As above, this will givecosα =

+
√
1− sin2 α = +

√
1− x2, from which everything else follows.

Example 2.6.10. Suppose we want to compute theexactvalues all six trigonometric functions
of arctan(−2). We can use identities (2.6.34) and (2.6.36) withx = −2, which immediately yield:

sin
(
arctan(−2)

)
=

−2√
1 + (−2)2

= − 2√
5
;

cos
(
arctan(−2)

)
=

1√
1 + (−2)2

=
1√
5
.

Since we also knowtan
(
arctan(−2)

)
= −2, the other functions (secant, cosecant and cotangent)

are easily computed using reciprocals:

sec
(
arctan(−2)

)
=

1

cos
(
arctan(−2)

) =
√
5;

csc
(
arctan(−2)

)
=

1

sin
(
arctan(−2)

) = −
√
5

2
;

cot
(
arctan(−2)

)
=

1

tan
(
arctan(−2)

) = −1
2
.

Exercises
In Exercises 1–12 you are asked to findexact valuesof several inverse trigonometric functions.

As you will see, all calculations relie on “familiar” values.

1. arcsin
(√3
2

)

2. arcsin
(
−
√
3

2

)

3. arcsin
(√2
2

)

4. arcsin
(
−
√
2

2

)

5. arcsin
(
− 4
)

6. arcsin
(
sin

8π

3

)

7. arccos
(
−
√
3

2

)

8. arccos
(
− 1
)
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9. arccos
(
3
)

10. arccos
(
cos

5π

3

)

11. arctan
(
1
)

12. arctan
(
− 1
)

In Exercises 13–17 you are asked to computeexact valuesof several inverse trigonometric
functions. Use either Example 2.6.6 or Example 2.6.10 as a guideline

13. cos

(
arcsin

(12
13

))

14. sin

(
arccos

(
− 8

17

))

15. tan

(
arcsin

(
− 3

5

))

16. cot

(
− arcsin

(1
7

))

17. cos

(
arctan

(
10
))

18* . Find the exact value ofarccos
(
cos 10

)

19* . Find the exact value ofarctan
(
tan(−15)

)

2.7 Trigonometric Equations

In this section we discusstrigonometric equations, which are those types of equations that are
presented as

(Left) Expression= (Right) Expression,

where each side is an “expression” that containstrigonometric functions involving an unknown
number. When we deal with such equalities, the first question we needto ask ourselves is this:Is
the given equality anidentity? If the answer is “yes,” then the equation is very easy to solve. For
instance, if we look at the “equation”

sin2 x+ cos2 x = 1,

this is in fact an identity, so its solutions areall real numbers.
The problem becomes interesting, when the given equality isnot an identity. So what we call

“ trigonometric equations” here are nothing else but what we called“ false identities” in Section
2.3.
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Before we deal with complicated equations, we will revisit theelementarytrigonometric equa-
tions, for which we will improve the solving method using theinverse trigonometric functions
which we introduced in Section 2.6.

The Elementary Tangent Equation
The equation we are interested in here is of the form

tan x = number, (2.7.1)

wherex (or any other letter) is theunknown, andnumberis some constant.
In Section 2.4 we learned that, typically, equations like (2.7.1) have all solutions presented as

one list of numbers, presented in the form

x = xbasic+ nπ, n integer, (2.7.2)

wherexbasic stands for what we called thebasic solution, which is thesolution in the interval(
− π

2
,
π

2

)
. In Section 2.4 we also learned that the basic solution was ofthe formxbasic = ±xref,

where the sign matches thesignof number.
Instead of “playing this sign game” (as we did in Section 2.4;see for instance, Example 2.4.6),

we can streamline our old method by observing that, no matterwhat signnumberhas, the basic
solutionxbasic sits in therange ofarctan, so it must be equal toarctan(number). This way, our
new approach to solving (2.7.1) is not to worry about signs, but simply to say the following.

Solutions of Elementary Tangent Equation

For any realnumber, the solutions of the equation

tan x = number

are given by:

x = arctan(number) + nπ, n integer.

The Elementary Sine and Cosine Equations
The equations we are interested in here are those of one of theforms

sin x = number, (2.7.3)

cos x = number. (2.7.4)

In Section 2.4 we learned that, typically, equations like (2.7.3) or (2.7.4) have all solutions
presented aslists of numbers, presented in the form

x = xbasic+ 2nπ, n integer, (2.7.5)

wherexbasic stands for what we called thebasic solution(s), which were thosesolutions in the in-
terval [0, 2π). In Section 2.4 we also learned that the basic solutions are given by certain formulas,
which depended on thesign of number, and this complicated things a little bit.�

What we are about to do will be to “get rid of our headaches” concerning the sign ofnumber,
and instead of writing our solutions as in (2.7.5), we will try to write them as

x = xeasy+ 2nπ, n integer, (2.7.6)
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wherexeasywill be some other types of solutions, which will be easier tofind thanxbasic, especially
when we usearcsin andarccos.

As it turns out, the cause of all our “headaches” related to basic solutions is not the sign of
number, but theintervalwhere the basic solutions sit! If instead of[0, 2π) we choose another half-
open interval, which still has length2π, our task might be simplified. Those improved intervals, in
which the elementary equations can be solved easier, will beof the form[α, α+ 2π) or (α, α+ 2π]
(to be identified shortly), and will be called“easy” intervals. Whatever our “easy” interval will
be, the number(s) denoted byxeasy will be thesolution(s) of our equation in the “easy” interval.
As for our choice for such intervals, we will follow a very simple rule:

If functiondesignates either one ofsin or cos, an “easy” interval is a half-open interval of
length2π, such thatfunctionhas itsminimum value atthe endpoints of the interval.

In particular, the graph offunctionover an “easy” interval looks like:

α α+2π

α+π

Figure 2.7.1

As seen in Figure 2.7.1, the midpoint of the “easy” interval is atα+π, and at this pointfunction
(which is eithersin or cos) attains itsmaximum valuefunction(α+π) = 1.

CLARIFICATIONS. Before we specializefunctionto eithersin or cos, we can say a few things
that work forbothof them. Of course, when we want to find the “easy” solutions ofthe elementary
equation

function(x) = number, (2.7.7)

we need to find thex-coordinate(s) of the point(s) where the horizontal liney = numberintersects
the graph, over the “easy” interval.

y= number

x=x
easy
2x=x

easy
1

x=α+πx=α x=α+2π

Figure 2.7.2

By inspecting Figure 2.7.2 above, we see that:
• If number> 1, or number< −1, then the equation (2.7.7) hasno “easy” solutions.
• If number= −1, then the equation (2.7.7) hasexactly one “easy” solution, which isone of

endpoints of the “easy” interval: xeasy= α, α+2π. (This depends on where we choose the
“easy” interval to be closed.)
• If number= 1, then the equation (2.7.7) again hasexactly one “easy” solution, which isthe

midpoint of the “easy” interval: xeasy= α+π.
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• equation (2.7.7) hasexactly two “easy” solutions:xeasy
1 andxeasy

2 , which satisfy the equality

xeasy
1 + xeasy

2

2
= α+π, (2.7.8)

where againα+π is themidpoint of the “easy” interval.

When we specialize to thesinefunction, our “easy” interval will be
[
− π

2
,
3π

2

)
(which has

π

2
as its midpoint), so in this case, the situation depicted in Figure 2.7.2 will become:

y= number

x=−
π
2

x=x
easy
1 x=

π
2

x=x
easy
2 x=

3π
2

Figure 2.7.3

The picture above (which features case when−1 < number< 1) has the left half of the graph of

sineshown in green. As it turns out, this piece corresponds to theinterval
[
− π

2
,
π

2

]
, which is

precisely therange ofarcsin. This means that one of the “easy” solutions is precisely

xeasy
1 = arcsin(number).

As for the second “easy” solution, using the midpoint formula (2.7.8), which in our case reads
xeasy
1 + xeasy

2

2
=
π

2
, we immediately getxeasy

1 + xeasy
2 = π, so:

xeasy
2 = π−xeasy

1 = π−arcsin(number).

These findings can then be summarized as shown below.

“Easy” Solutions of the Elementary Sine Equation

When choosing
[
− π

2
,
3π

2

)
as the ‘easy” interval, the elementary equation

sin x = number,

has the following “easy” solutions.
I. If number> 1, or number< −1, there areno “easy” solutions.

II. If number= ±1, then there isexactly one “easy” solution: xeasy= arcsin(number).
III. If −1 <number< 1, then there areexactly two “easy” solutions: xeasy

1 =
arcsin(number) andxeasy

2 = π−arcsin(number).

Example 2.7.1. Consider the elementary sine equation

sin x = −1
2
,

and let us find its “easy” solutions.
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Since (by the “familiar” values of sine) we knowarcsin
(1
2

)
=
π

6
, using the formula for nega-

tives forarcsin we also knowarcsin
(
−1
2

)
= −π

6
. Using the above method, the “easy” solutions

of our equation will now bexeasy
1 = −π

6
andxeasy

2 = π−
(
− π

6

)
= π +

π

6
=

7π

6
.

When we are interested inall solutions of an elementary sine equation, we are now going to
use formula (2.7.6), which in the case when−1 < number< 1 will producetwo listsof numbers

x = arcsin(number)+2nπ, n integer; (2.7.9)

x = π−arcsin(number)+2nπ, n integer. (2.7.10)

As it turns out, the above two lists can be considered even in the case whennumber= ±1, but in
that case we will have aduplication, meaning that the two lists will produce the same numbers.

In any case, it is worth point out that each list produces numbers of the form

±arcsin(number) + multiple ofπ.

Using this observation the lists (2.7.9) and (2.7.10) can infact becombined, to produce asingle
list of numbers, as shown below.

The “Clean” Solution of the Elementary Sine Equation

The elementary sine equation

sin x = number,

has all its solutions given as follows.
I. If number> 1, or number< −1, there areno solutions.

II. If −1 ≤ number≤ 1, then all solutions are of the form:

x = (−1)karcsin(number) + kπ, k integer. (2.7.11)

CLARIFICATIONS. The “clean” list given in (2.7.11) can be split into two halves, each one
corresponding to one of the two lists (2.7.9) and (2.7.10), based on theparity of k.

(a) If k is even, thus of the formk = 2n, for some integern, then(−1)k = +1, so the list
(2.7.11) producesx = arcsin(number)+2nπ, a number in (2.7.9).

(b) If k is odd, thus of the formk = 2n+ 1, for some integern, then(−1)k = −1, so the list
(2.7.11) producesx = −arcsin(number)+π + 2nπ, a number in (2.7.10).

Another nice feature of the “clean” formula (2.7.11) is thatit lists the solutions inincreasing order.
(See Example 2.7.2 below.)

As pointed out earlier, in the case whennumber= ±1, the two halves of (2.7.11) – obtained by
choosingk to be eitherevenor odd– will produce same numbers.

Sincearcsin(0) = 0, we see that in the case whennumber= 0, the “clean” list (2.7.11) will
produce

x = kπ, k integer,

which are precisely thex-interceptsof sine.
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Example 2.7.2. Consider the same elementary sine equation

sin x = −1
2
,

as in Example 2.7.1, and let us now find all of its solutions.
Using the “clean” formula (2.7.11), we can simply write:

x = (−1)karcsin
(
−1
2

)
+ kπ = (−1)k

(
− π

6

)
+ kπ =

(−1)k+1π

6
+ kπ, k integer.

(Notice that we simplified−(−1)k = (−1)(−1)k = (−1)k+1.)
We illustrate how the above formula works by plugging in several values ofk

k −2 −1 0 1 2 3

x −13π
6

−5π
6
−π
6

7π

6

11π

6

19π

6

Let us see now how the whole story above changes, when we usecosineinstead of sine. A
good choice for our “easy” interval will be(−π, π] (which has0 as its midpoint), so in this case,
the situation depicted in Figure 2.7.2 will become:

y= number

x=−π x=x
easy
1 x=0 x=x

easy
2 x=π

Figure 2.7.4

The picture above (which features case when−1 < number< 1) has the right half of the graph
of cosineshown in green. As it turns out, this piece corresponds to theinterval [0, π], which is
precisely therange ofarccos. This means that one of the “easy” solutions is precisely

xeasy
2 = arccos(number).

As for the other “easy” solution, using the midpoint formula(2.7.8), which in our case reads
xeasy
1 + xeasy

2

2
= 0, we immediately getxeasy

1 + xeasy
2 = 0, so:

xeasy
1 = −xeasy

2 = −arccos(number).

These findings can then be summarized as shown below.
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“Easy” Solutions of the Elementary Cosine Equation

When choosing(−π, π] as the ‘easy” interval, the elementary equation

cos x = number,

has the following “easy” solutions.
I. If number> 1, or number< −1, there areno “easy” solutions.

II. If number= ±1, then there isexactly one “easy” solution: xeasy= arccos(number).
III. If −1 <number< 1, then there areexactly two “easy” solutions: xeasy

1 =
−arccos(number) andxeasy

2 = arccos(number).

Example 2.7.3. Consider the elementary cosine equation

cosx = −
√
2

2
,

and let us find its “easy” solutions.

Since (by the “familiar” values of sine) we knowarccos
(√2
2

)
=

π

4
, using the formula for

negatives forarccos we also knowarccos
(
−
√
2

2

)
= π − π

4
=

3π

4
. Using the above method, the

“easy” solutions of our equation will now bexeasy
1 = −3π

4
andxeasy

2 =
3π

4
.

When we are interested inall solutions of an elementary cosine equation, we are now goingto
use formula (2.7.6), which in the case when−1 < number< 1 will producetwo listsof numbers

x = −arccos(number)+2nπ, n integer; (2.7.12)

x = arccos(number)+2nπ, n integer. (2.7.13)

As it turns out, the above two lists can be considered even in the case whennumber= ±1, but in
that case we will have aduplication, meaning that the two lists will produce the same numbers.

Of course, the lists (2.7.12) and (2.7.13) can be easily, to produce asingle listof numbers, as
shown below.

The “Clean” Solution of the Elementary Cosine Equation

The elementary cosine equation

cos x = number,

has all its solutions given as follows.
I. If number> 1, or number< −1, there areno solutions.

II. If −1 ≤ number≤ 1, then all solutions are of the form:

x = ±arccos(number) + 2nπ, n integer. (2.7.14)

CLARIFICATION . As pointed out earlier, in the case whennumber= ±1, the two halves of
(2.7.14), corresponding to the+ or− sign, will produce the same numbers.
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Also, using the equalityarcsin(0) =
π

2
, we see that in the case whennumber= 0, the “clean”

list (2.7.11) will produce the numbersx = ±π
2
+ 2nπ, which can be rewritten in one single list of

the form
x =

π

2
+kπ, k integer,

which are precisely thex-interceptsof cosine.

Example 2.7.4.Consider the same elementary cosine equation

cosx = −
√
2

2
,

as in Example 2.7.3, and let us now find all of its solutions.
Using the “clean” formula (2.7.14), we can simply write:

x = ±arccos
(
−
√
2

2

)
+ 2nπ = ±3π

4
+ 2nπ, n integer.

Substitution Methods
When dealing with more complicated equations, we often employ thesubstitutiontechnique,

which allow us toreducean equation to a simpler one.

The Substitution Method

Suppose a(complicated) equation inx (or any other letter that designates the unknown) is to
be solved. We solve the given (complicated) equation by setting up asubstitutionequation,
which involves a new variable (say,y, or any other symbol we want), which is of the form

(simple) expression inx = y, (2.7.15)

so that the given equation becomes a

(simpler) equation iny, (2.7.16)

which we refer to as thereducedequation. We deem our substitutionsuccessful, if both the
reduced equation (2.7.16) and the substitution equation (2.7.15) areeasy to solve. If this is
the case, the given (complicated) equation can be solved by carrying on the following two
steps.
I. Solve thereducedequation (2.7.16) fory. (Find all solutions.)

II. With each value ofy, found in step I, go back to thesubstitutionequation (2.7.15), and
solve forx.

Example 2.7.5. Suppose we want to find all solutions of the equation

cos
(
2x− π

3

)
=

1

2
.

Using the method outlined above, we start off with the substitution

2x− π

3
= y, (2.7.17)
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so the given equation reduces to the elementary cosine equation:

cos y =
1

2
. (2.7.18)

I. Using what we learned about elementary cosine equations,all solutions of (2.7.18) are:

y = ± arccos
(1
2

)
+ 2nπ = ±π

3
+ 2nπ, n integer. (2.7.19)

II. With the above values ofy, we now go back to the substitution (2.7.17), which becomes

2x− π

3
= ±π

3
+ 2nπ, n integer.

Since the above equation islinear, in order to solve it, we first add
π

3
, which yields

2x =
π

3
± π

3
+ 2nπ, n integer,

and then we divide by2, which is the same as multiplying by
1

2
, which gives (after distributing

1

2
to all terms):

x =
1

2

[
π

3
± π

3
+ 2nπ

]
=
π

6
± π

6
+ nπ, n integer.

If we wish, the above solution(s) can be “cleaned up” a littlebit, by splitting the list into two halves
(depending on whether+ or− is selected). As a result, we find that our solutions can be divided
into two nicer looking lists:

x =
π

6
+
π

6
+ nπ =

π

3
+ nπ, n integer; (2.7.20)

x =
π

6
− π

6
+ nπ = nπ, n integer. (2.7.21)

CLARIFICATION . The technique used in the Example above applies to all“nearly” elementary
equations, which are those of the form

function
(
expression inx

)
= number, (2.7.22)

wherefunction is either one ofsin, cos, or tan. The use of the phrase “nearly elementary” is
justified by the observation that, once we make anangle substitution

expression inx = y,

the equation will be transformed into an elementary equation:

function(y) = number.
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For other (complicated) equations,function substitutionsare also helpful, as seen in the fol-
lowing example.

Example 2.7.6. Suppose we want to find all solutions of the equation

2 sin2 t− 3 sin t− 2 = 0. (2.7.23)

Start off with the function substitution

sin t = z, (2.7.24)

so the given equation reduces to an easy quadratic equation.

2z2 − 3z − 2 = 0. (2.7.25)

I. Using the Quadratic Formula, the solutions of the reducedequation (2.7.25) are

z =
−(−3)±

√
(−3)2 − 4 · 2 · (−2)
2 · 2 =

3± 5

4

z1 =
3 + 5

4
= 2; z2 =

3− 5

4
= −1

2
. (2.7.26)

II. Using all solutions (2.7.26) of the reduced equation, wego back to the substitution equation
(2.7.24), which we need to solve fort.

(A) When we usez1 = 2, the substitution equation (2.7.24) reads

sin t = 2,

which hasno solution.

(B) When we usez2 = −
1

2
, the substitution equation (2.7.24) reads

sin t = −1
2
,

which has as solutions (see Example 2.7.2):

t =
(−1)k+1π

6
+ kπ, k integer. (2.7.27)

So our conclusion is as follows. The given equation (2.7.23)has as solutions all the numbers given
in the list (2.7.27).

Equations Involving More than One Function
So far, we have only treated equations where a single trigonometric function is involved. When

two or more functions are involved, it is desirable to reducethe equation to one in which only one
function appears. This is illustrated in Example 2.7.7 below. Sometimes, where such a reduction
is not feasible, additional techniques, for instancefactoring, might be helpful, as demonstrated in
Example 2.7.8 below.
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Example 2.7.7. Consider the equation

sec2 u = tan u+ 1. (2.7.28)

Although two functions contribute to this equation, using the Pythagorean identity

sec2 u = 1 + tan2 u

we can eliminate the secant, so our equation becomes

1 + tan2 u = tan u+ 1,

which by subtracting the right-hand side becomes

tan2 u− tan u = 0.

Using the substitution
tan u = y, (2.7.29)

our equation reduces to
y2 − y = 0. (2.7.30)

I. Using either the Quadratic Formula, or factoring, the solutions of the reduced equation
(2.7.30) are

y1 = 0; y2 = 1. (2.7.31)

II. Using all solutions (2.7.31) of the reduced equation, wego back to the substitution equation
(2.7.29), which we need to solve foru.

(A) When we usey1 = 0, the substitution equation (2.7.29) reads

tan u = 0,

which has as solutions:

u = arctan 0 + nπ = nπ, n integer. (2.7.32)

(B) When we usey1 = 1, the substitution equation (2.7.29) reads

tan u = 1,

which has as solutions:

u = arctan 1 + nπ =
π

4
+ nπ, n integer. (2.7.33)

So our conclusion is as follows. The given equation (2.7.28)has as solutions all the numbers given
in the lists (2.7.32) and (2.7.33).

Example 2.7.8. Consider the equation

2 sin 2x cos x = cos x. (2.7.34)
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By subtracting the righ-hand side, the equation is equivalent to:

2 sin 2x cos x− cos x = 0,

which by factoring the left-hand side, reads:

(2 sin 2x − 1) cos x = 0. (2.7.35)

Since the left-hand side is factored and the right-hand sideis zero, the above equation can be split
by setting each factor equal zero, thus

2 sin 2x − 1 = 0, or (2.7.36)

cos x = 0. (2.7.37)

We now solve each equation separately.
(i). The equation (2.7.36) can be easily transformed (by adding 1, then dividing by2) into

sin 2x =
1

2
.

Using the substitution2x = y, this equation reduces to

sin y =
1

2
,

which has the solutions presented as

y = (−1)karcsin
(1
2

)
+ kπ = (−1)kπ

6
+ kπ, k integer.

When we go back to our substitution2x = y, we get2y = (−1)kπ
6
+ kπ, which after dividing by

2 (which is same as multiplying by
1

2
), yields

x =
1

2

[
(−1)kπ

6
+ kπ

]
=

(−1)kπ
12

+
kπ

2
, k integer. (2.7.38)

(ii) The equation (2.7.37) has as solutions precisely thex-interceptsof cosine, so its solutions
are simply

x =
π

2
+ kπ, k integer. (2.7.39)

So our conclusion is as follows. The given equation (2.7.29)has as solutions all the numbers given
in the lists (2.7.38) and (2.7.39).

Exercises
In Exercises 1–9 you are asked to findall solutions of the given elementary trigonometric

equation, using the “clean” solution method. Useexact values.

1. sin x =

√
3

2
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2. sin x = −
√
3

2

3. cosx =

√
2

2

4. cosx = −
√
3

2

5. tanx = −1

6. tanx =
√
3

7. tanx = −
√
3

8. tanx =
1√
3

9. tanx = − 1√
3

In Exercises 10–15 use Example 2.4.3 from Section 2.4 as a guideline (with basic solutions
replaced by “easy” solutions), to solve the given elementary equation in a specified interval.

10. Given the equationsin x = −0.4, find only the solutions that are in the interval[−π, 3π].
Round to nearest0.01.

11. Given the equationsin x = −1
2

, find only the solutions that are in the interval[−2π, 2π].
Use exact values.

12. Given the equationcosx = 0.8, find only the solutions that are in the interval[−π, 3π].
Round to nearest0.01.

13. Given the equationcosx = −
√
2

2
, find only the solutions that are in the interval[−2π, 4π].

Use exact values.

14. Given the equationtan x =
√
3, find only the solutions that are in the interval[−π, 6π]. Use

exact values.

15. Given the equationtanx = −3, find only the solutions that are in the interval[π, 6π]. Round
to nearest0.01.

In Exercises 16–25 you are asked to findall solution of the given trigonometric equation. (Use
exact values.)

16. cos

(
π

8
− 4x

)
= 1

17. sin

(
4x+

π

10

)
=

1

2
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18. tan

(
6x+

3π

4

)
= −1

19. 4 sin2 z = 1

20. 2 sin4 t− 3 sin2 t+ 1 = 0

21. cos4 x+ cos2 x− 2 = 0

22. 4 sin2 y = cos y − 1

23. cos2w + 3 sinw = 3

24. sin u cosu+ sin u− cosu− 1 = 0

25. tan4 s = 1.

26* . Rewrite the elementary equationcosx = numberas

sin

(
x+

π

2

)
= number.

Solve the above equation using the “clean” solution method for the sine equation combined

with the substitutionx +
π

2
= y, to come up with an alternate single solution list for the

elementary cosine equation, which uses thearcsin function. (Although such an alternate list
involves number like(−1)k, it will have the advantage of listing the numbers inincreasing
order.)

27. Solve the equation3 cos2 x − 10 cosx + 3 = 0 in the interval[−π, 3π]. Round to nearest
0.01.

28. Solve the equationtan2 x = 100 in the interval[−π, π]. Round to nearest0.01.

29. Solve the equation4 sin2 x + 7 sin x − 2 = 0 in the interval[−3π, 3π]. Round to nearest
0.01.





Chapter 3

Applications of Trigonometry in Geometry

In this Chapter we discuss several applications of Trigonometry in Geometry, the most impor-
tant of which are concerned withtriangle solving problems, as discussed in Section 3.2.

3.1 Applications to Vector Geometry

In this section we explore several aspects of Vector Geometry in which Trigonometry plays a
key role.

Vector Direction Revisited
When we first introducedvectors, in Section 2.1, we mentioned that, with one exception (the

zerovector), each vector is completely characterized by itsdirectionandmagnitude. However, we
were a bit imprecise about whatdirectionreally meant. What we chose to do in Section 2.1 was to
think directionsas corresponding torays on a compass. However, if we decide to fix our compass
to be theunit circle, then we can think of adirectionas being nothing else but aunit vector, that is,
avector of magnitude equal to1. With this interpretation in mind, we have the following statement,
which we also use as a definition.

Unit Direction Vectors

Everynon-zerovector−→v can be presenteduniquelyas
−→v = r−→u , (3.1.1)

with r > 0 and
∥∥−→u
∥∥ = 1. The unique unit vector−→u from this presentation is called the

unit direction vector of −→v . The main features of the presentation (3.1.1) are as follows.
(A) The numberr from (3.1.1) is: r =

∥∥−→v
∥∥ (the magnitude of−→v ). The unit direction

vector−→u can be reconstructed out of−→v by the identity

−→u =

(
1∥∥−→v
∥∥

)
−→v .

(B) Two vectors, presented as above, in the form−→v1 = r1
−→u1 and−→v2 = r2

−→u2, have:
(i) same direction, if and only if their unit direction vectors coincide:−→u1 =

−→u2;
(ii) opposite directions, if and only if their unit direction vectors are opposites of each

other:−→u1 +
−→u2 =

−→
0 .

Example 3.1.1. Consider the vectors−→v1 =

[
3
−4

]
, −→v2 =

[
6
−8

]
and−→v3 =

[
−12
16

]
. A

141
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quick calculation of magnitudes gives

∥∥−→v1

∥∥ =
√

32 + (−4)2 =
√
9 + 16 =

√
25 = 5,

∥∥−→v2

∥∥ =
√

62 + (−8)2 =
√
36 + 64 =

√
100 = 10,

∥∥−→v2

∥∥ =
√

(−12)2 + 162 =
√
144 + 256 =

√
400 = 20,

so the unit direction vectors are

−→u1 =

(
1∥∥−→v1

∥∥

)
−→v1 =

1

5

[
3
−4

]
=

[
3/5
−4/5

]
,

−→u2 =

(
1∥∥−→v2

∥∥

)
−→v2 =

1

10

[
6
−8

]
=

[
6/10
−8/10

]
=

[
3/5
−4/5

]
= −→u1,

−→u3 =

(
1∥∥−→v3

∥∥

)
−→v3 =

1

20

[
−12
16

]
=

[
−12/20
16/20

]
=

[
−3/5
4/5

]
= −−→u1,

so we can say that−→v2 hassame directionas−→v1, while−→v3 hasdirection oppositeto the direction of−→v1.

The Dot Product of Two Vectors

Given two vectors written in coordinates−→v1 =

[
x1
y1

]
, −→v2 =

[
x2
y2

]
, we define theirdot

product to be the quantity

−→v1•−→v2 = x1x2+y1y2. (3.1.2)

Straight from the definition it is pretty obvious that this operation, which combinestwo vectorsto
produce anumber, has the following features.

Properties of Dot Product

I. Symmetry:−→v1•−→v2 =
−→v2•−→v1.

II. Distributivity in first variable:
(−→v1 +

−→v2

)
•−→v3 =

−→v1•−→v3 +
−→v2•−→v3.

III. Distributivity in second variable:−→v1•
(−→v2 +

−→v3

)
= −→v1•−→v2 +

−→v1•−→v3.

IV. Homogeneity in first variable:
(
t−→v1

)
•−→v2 = t

(−→v1•−→v2

)
.

IV. Homogeneity in second variable:−→v1•
(
t−→v2

)
= t
(−→v1•−→v2

)
.

V. Magnitude Identity:−→v •−→v =
∥∥−→v
∥∥2.

As suggested by the identity V, dot products are intimately related to magnitudes. This rela-
tionship can be deepened to yield the following important consequence.
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Pythagoras’ Generalized Theorem

For any two vectors−→v1 and−→v2, the magnitudes of their difference and sum satisfy:∥∥−→v1−−→v2

∥∥2 =
∥∥−→v1

∥∥2 +
∥∥−→v2

∥∥2−2
(−→v1•−→v2

)
; (3.1.3)

∥∥−→v1+
−→v2

∥∥2 =
∥∥−→v1

∥∥2 +
∥∥−→v2

∥∥2+2
(−→v1•−→v2

)
. (3.1.4)

Proof. Both identities follow from the properties of the dot product. For example, to prove
(3.1.3), we start off with the left-hand side, which we replace using the Magnitude Identity:

∥∥−→v1 −−→v2

∥∥2 =
(−→v1 −−→v2

)
•
(−→v1 −−→v2

)
,

and then using distributivity and symmetry we can write

∥∥−→v1 −−→v2

∥∥2 =
(−→v1•−→v1

)
−
(−→v2•−→v1

)
−
(−→v1•−→v2

)
+
(−→v2•−→v2

)
=

=
(−→v1•−→v1

)
+
(−→v2•−→v2

)
− 2
(−→v1•−→v2

)
.

The identity (3.1.3) now follows immediately by replacing
(−→v1•−→v1

)
=
∥∥−→v1

∥∥2 and
(−→v2•−→v2

)
=∥∥−→v2

∥∥2. The identity (3.1.4) is proved the exact same way. �

Example 3.1.2.Suppose we are given two vectors−→v1 and−→v2, of which we know that
∥∥−→v1

∥∥ = 5,∥∥−→v2

∥∥ = 7, and
∥∥−→v1−−→v2

∥∥ = 10, and we want to compute their dot product, as well as the magnitude
of their sum.

After we replace three of the known quantities in (3.1.3), weget

102 = 52 + 72 − 2
(−→v1•−→v2

)
,

which yields
−2
(−→v1•−→v2

)
= 102 − 52 − 72 = 100− 25− 49 = 26,

so we immediately get−→v1•−→v2 = −
26

2
= −13.

Now we can use (3.1.4) and get

∥∥−→v1 +
−→v2

∥∥2 = 52 + 72 + 2 · (−13) = 25 + 49− 26 = 48,

which gives:11
∥∥−→v1 +

−→v2

∥∥ =
√
48 = 4

√
3.

The Skew Product of Two Vectors

Given two vectors written in coordinates−→v1 =

[
x1
y1

]
, −→v2 =

[
x2
y2

]
, we define theirskew

product to be the quantity
−→v1∧−→v2 = x1y2−x2y1. (3.1.5)

Straight from the definition it is pretty obvious that this operation, which again combinestwo
vectorsto produce anumber, has the following features.

11 Of course, when we look at the equation?2 = 48, it will always have two solutions:? = ±
√
48. However, since

magnitudes of vectors are always≥ 0, we will only retain the positive solution.
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Properties of Skew Product

I. Anti-Symmetry:−→v1∧−→v2 = −−→v2∧−→v1.

II. Distributivity in first variable:
(−→v1 +

−→v2

)
∧−→v3 =

−→v1∧−→v3 +
−→v2∧−→v3.

III. Distributivity in second variable:−→v1∧
(−→v2 +

−→v3

)
= −→v1∧−→v2 +

−→v1∧−→v3.

IV. Homogeneity in first variable:
(
t−→v1

)
∧−→v2 = t

(−→v1∧−→v2

)
.

IV. Homogeneity in second variable:−→v1∧
(
t−→v2

)
= t
(−→v1∧−→v2

)
.�

When compared to the dot product, the skew product is a bit unusual, because of anti-
symmetry, which yields

−→v∧−→v = 0.

Therefore, there is no direct way to relate skew products to magnitudes.

Trigonometric Forms of Dot and Skew Products
Up to this point, Trigonometry has not played any role in our discussion, but now it will become

a key player in our story, which begins with the following definition.

The geometric angleformed by twonon-zerovectors−→v1 and−→v2 is the geometric angle
∠V OW which is constructed as follows:

V1

−→v1

V2

−→v2

γ

O

Figure 3.1.1

• O is theorigin in the coordinate plane;

• V1 is the (unique) point that has−→v1 as its position vector with respect to the origin, that is:−−→
OV1 =

−→v1;

• V2 is the (unique) point that has−→v2 as its position vector with respect to the origin, that is:−−→
OV2 =

−→v2.

As usual, we identify this angle with its radian measure, we get a numberγ in the interval
[0, π]. (When using degrees, the values will range from0◦ to 180◦.)

As it turns out, the geometric angle formed by two vectors is that it only depends on the direc-
tions of the two vectors. In other words, if we replace each vector by itsunit direction vector, the
geometric angle isthe same.

Besides geometric angles between vectors, one can considera variant which accounts forori-
entation. To understand how these new angles come about, all we have todo is to consider the
rotation angle, which has one vector sitting on its initial side, and the other vector sitting on its
terminal side.
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−→v1

r1

−→v2

r2

τ

O

Figure 3.1.2

For example, Figure 3.1.2 depicts one such rotation angle, where−→v1 is thefirst, also called the
initial vector, while−→v2 is second, also called theterminal vector. In order to make this rotation
angleuniquelydetermined, we have to specify its measureτ , which by convention we chose to be
in the interval(−π, π]. Once this measure is selected, the resulting rotation angle is referred to as
turning angle of −→v1 over−→v2. As was the case with geometric angles, we will identify our turning
angle with its radian measureτ .�

The turning angle constructeddepends on the orderin which we specify the two vectors.

−→v1

r1

−→v2

r2

−τ

O

Figure 3.1.3

More precisely, if we switch the order, then as seen by comparing Figures 3.1.2 and 3.1.3 above,
the following change takes place.

Assume twonon-zerovectors−→v1 and−→v2 are given. If the turning angle of−→v1 over−→v2 is τ ,
then the turning angle of−→v2 over−→v1 is−τ .

The turning angle is closely related to the geometric angle,as explained below.

Turning Angle Sign Rule

Assume−→v1 and−→v2 are twonon-zerovectors, and the geometric angle between them isγ.
Then the turning angleτ of −→v1 over−→v2 is given as follows:
I. If −→v1 can be rotated over−→v2 by aγ-turn in thecounterclockwise direction, thenτ = γ.

II. If −→v1 can be rotated over−→v2 by aγ-turn in theclockwise direction, thenτ = −γ.
In either case, one has the equality:γ = |τ |.

There is yet one more way to look at turning angles, which begins with the observation that
(exactly as was the case withgeometricangles)turning angles depend on the directions of the
initial and terminal vectors. In other words, if we replace each vector by itsunit direction vector,
the turning angle isthe same. The second observation is that, if we start with twounit vectors−→u1

(the initial vector) and−→u2, then the turning angleτ of−→u1 over−→u2 has the property that the associated
τ -rotation (about the origin)transforms−→u1 into −→u2. Putting those two observations together, we
get the following characterization of the turning angle.
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Given twonon-zerovectors−→v1 and−→v2, with respective unit direction vectors−→u1 and−→u2, the
turning angleτ of −→v1 over−→v2 is thethe unique number in the interval(−π, π], that satisfies
the matrix product identity:

−→u2 = Rτ
−→u1, (3.1.6)

whereRτ is theτ -rotation matrix, given by

Rτ =

[
cos τ −sin τ
sin τ cos τ

]
.

With all these preparations, we can now state the following.

Dot/Skew Product Theorem

Let−→v1 and−→v2 be two vectors in the plane.
I. Assumingboth vectors arenon-zero, if the turning angleof −→v1 over−→v2 is τ , and the

geometric anglebetween−→v1 and−→v2 is γ then the dot and the skew products are given by:
−→v1•−→v2 =

∥∥−→v1

∥∥ ·
∥∥−→v2

∥∥ · cos τ =
∥∥−→v1

∥∥ ·
∥∥−→v2

∥∥ · cos γ (3.1.7)−→v1∧−→v2 =
∥∥−→v1

∥∥ ·
∥∥−→v2

∥∥ · sin τ (3.1.8)

II. If either one ofthe vectors iszero, then:
−→v1•−→v2 =

−→v1∧−→v2 = 0

Proof. Case II is pretty clear right from the definition. In Case I, we write−→v1 = r1
−→u1 and−→v2 = r2

−→u2, using the unit direction vectors, so by homgeneity we can write

−→v1•−→v2 = r1r2
(−→u1•−→u2

)
; (3.1.9)

−→v1∧−→v2 = r1r2
(−→u1∧−→u2

)
. (3.1.10)

If we write our two unit vectors in coordinates as−→u1 =

[
x1
y1

]
and−→u2 =

[
x2
y2

]
, then using the

above characterization of the turning angleτ , we have
[
x2
y2

]
=

[
cos τ −sin τ
sin τ cos τ

]
·
[
x1
y1

]
,

which after multiplying the matrices gives the equalities
{
x2 = x1cos τ − y1sin τ
y2 = x1sin τ + y1cos τ

Using these equalities, we now can express the dot and skew products of our two unit vectors solely
in terms ofx1, y1 andτ :

−→u1•−→u2 = x1x2 + y1y2 = x1
(
x1cos τ − y1sin τ

)
+ y1

(
x1sin τ + y1cos τ

)
=

= x21cos τ − x1y1sin τ + x1y1sin τ + y21cos τ =
(
x21 + y21

)
cos τ ;

−→u1∧−→u2 = x1y2 − y1x2 = x1
(
x1sin τ + y1cos τ

)
− y1

(
x1cos τ − y1sin τ

)
=

= x21sin τ + x1y1cos τ − x1y1cos τ + y21sin τ =
(
x21 + y21

)
sin τ .
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Using the fact that−→u1 is a unit vector, we knowx21+y
2
1 =

∥∥−→u1

∥∥2 = 1, so the above two calculations
simply give

−→u1•−→u2 = cos τ ,
−→u1∧−→u2 = sin τ ,

so when we go back to (3.1.9) and (3.1.10), we now have

−→v1•−→v2 = r1r2
(−→u1•−→u2

)
= r1r2 cos τ =

∥∥−→v1

∥∥ ·
∥∥−→v2

∥∥ · cos τ , (3.1.11)
−→v1∧−→v2 = r1r2

(−→u1∧−→u2

)
= r1r2 sin τ =

∥∥−→v1

∥∥ ·
∥∥−→v2

∥∥ · sin τ (3.1.12)

The second equality in (3.1.7) follows immediately from thefirst one, since we know thatτ = ±γ,
so regardless of the sign (since cosine is an even function),we havecos τ = cos γ. �

Example 3.1.3. Suppose two vehicles started their trips in the desert from the same point,
and drove on two straight lines as follows: the first vehicle drove70 miles in the N55◦E direction,
while the second vehicle drove80 miles in the S65◦E direction. We wish to compute the distance
between the two vehicles at the end of their respective trips.

The trips of both vehicles can be completely described usingtwo vectors as, depicted as in the
Figure below.

W E

S

N

−→p
55◦

65◦
−→q

γ
−→p −−→q

Figure 3.1.4

The vector−→p shown above indicates the position of the first vehicle, so (if we agree that our
length unit is the mile) it has magnitude

∥∥−→p
∥∥ = 70. The second vector−→q shown above indicates

the position of the second vehicle, so it has magnitude
∥∥−→q
∥∥ = 80. With these preparations, the

distance we need to compute is precisely the magnitude
∥∥−→p −−→q

∥∥.
Although is it possible to compute this distance using coordinates (as seen for instance in

Example 2.1.3 from Section 2.1.), it will be a lot simpler if we use the dot product. From Figure
3.1.4 we can also read off the geometric angleγ formed by our two vectors, because we clearly
have55◦ + γ + 65◦ = 180◦, which yields:

γ = 180◦ − 55◦ − 65◦ = 60◦.

Using the Dot/Skew Product Theorem, it follows that

−→p •−→q =
∥∥−→p
∥∥ ·
∥∥−→q
∥∥ · cos 60◦ = 70 · 80 · 1

2
= 2800. (3.1.13)
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With this calculation in mind, we can now use Pythagoras’ Generalized Theorem to conclude that
∥∥−→p −−→q

∥∥2 =
∥∥−→p
∥∥2 +

∥∥−→q
∥∥2 − 2−→p •−→q = 702 + 802 − 2 · 2800 = 5700,

and then (since magnitudes are non-negative), the desired distance is:
∥∥−→p −−→q

∥∥ =
√
5700 = 10

√
57 ≃ 75.49834435 miles.

The Dot/Skew Product Theorem is very useful, because it allows one to compute the angles
formed by two vectors, as summarized below.

Vector Angle Formulas

Assume−→v1 and−→v2 are twonon-zerovectors. Theturning angleτ of −→v1 over−→v2 is theone
and only one angle in the interval(−π, π] that satisfies the equalities





cos τ =
−→v1•−→v2∥∥−→v1

∥∥ ·
∥∥−→v2

∥∥

sin τ =
−→v1∧−→v2∥∥−→v1

∥∥ ·
∥∥−→v2

∥∥

(3.1.14)

In particular, the two angles (geometric and turning) formed by the two vectors can be
computed as follows.
I. Thegeometricangleγ between−→v1 and−→v2, is given by the formula:

γ = arccos

( −→v1•−→v2∥∥−→v1

∥∥ ·
∥∥−→v2

∥∥

)
. (3.1.15)

II. In terms ofγ, theturningangleτ of −→v1 over−→v2 is given as

τ =
(
sign of−→v1∧−→v2

)
γ (3.1.16)

(We agree that, when−→v1∧−→v2 = 0, the abovesignis+.)

CLARIFICATIONS. The formulas (3.1.14) follow from the Dot/Skew product Theorem, which
also gives us

cos γ =
−→v1•−→v2∥∥−→v1

∥∥ ·
∥∥−→v2

∥∥ . (3.1.17)

However, since by constructionγ belongs to the interval[0, π], which is therangeof arccos, by
the inversion formula we have the equalityγ = arccos

(
cos γ

)
, and then formula (3.1.15) follows

from (3.1.17).

Example 3.1.4.Suppose we have the vectors−→v1 =

[
−7
−1

]
and−→v2 =

[
6
8

]
, and we want to

find the geometric angleγ between them, as well as the turning angleτ of −→v1 over−→v2.
We start off by computing magnitudes and the two products:

∥∥−→v1

∥∥ =
√

(−7)2 + (−1)2 =
√
1 + 49 =

√
50 = 5

√
2;

∥∥−→v2

∥∥ =
√
62 + 82 =

√
36 + 64 =

√
100 = 10;

−→v1•−→v2 = (−7) · 6 + (−1) · 8 = −42 − 8 = −50;
−→v1∧−→v2 = (−7) · 8− (−1) · 6 = −56 + 6 = −50.
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Using the formula (3.1.15), the geometric angle is:

γ = arccos

( −50
5
√
2 · 10

)
= arccos

(
− 1√

2

)
=

3π

4
.

Since the skew product−→v1∧−→v2 is negative, using (3.1.16), the turning angle of−→v1 over−→v2 is:

τ = −3π

4
.

Orthogonality

The Vector Angle Formulas can be efficiently applied to questions concerning perpendicularity
(a.k.a.orthogonality) or parallelism, as illustrated below.

Orthogonality and Parallelism Tests

I. Two non-zero vectors−→v1 and−→v2 areperpendicular, if and only if:

−→v1•−→v2 = 0. (3.1.18)

II. Two non-zero vectors−→v1 and−→v2 areparallel, meaning that they either havesame direc-
tion, or opposite directions, if and only if:

−→v1∧−→v2 = 0. (3.1.19)

CLARIFICATIONS. Concerning statement II, one can in fact be a bit more precise. If condition
(3.1.19) holds, which is the same as saying that the geometric angleγ formed by the two vectors
is either0 or π, thencos γ = ±1, so the dot product will be

−→v1•−→v2 = ±
∥∥−→v1

∥∥ ·
∥∥−→v2

∥∥,

so we can simply say that

II-a. −→v1 and−→v2 havesame direction, if and only if:−→v1∧−→v2 = 0 and−→v1•−→v2 > 0 (3.1.20)

II-b. −→v1 and−→v2 haveopposite directions, if and only if:

−→v1∧−→v2 = 0 and−→v1•−→v2 < 0 (3.1.21)

An important application of the Orthogonality Test is contained in the following important
statement. (The proof is outlined in Exercise 21.)
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Vector Component Theorem

If −→w is anon-zerovector, then any vector−→v can be writtenuniquelyas a sum
−→v = −→p +−→n ,

with:
(i) −→p eitherzero, or parallel to−→w ;

(ii) −→n eitherzero, or perpendicularto−→w .
Additionally, the vectors−→p and−→n have the following properties.
(A) The vector−→p is given by:

−→p =

(−→v • −→w
−→w • −→w

)
−→w =

(−→v • −→w∥∥−→w
∥∥2

)
−→w . (3.1.22)

(B) If −→v is non-zero, andγ is the geometric angle between−→v and−→w , then the vector−→p
can also be presented as:

−→p =

(∥∥−→v
∥∥ · cos γ∥∥−→w
∥∥

)
−→w . (3.1.23)

−→w

−→n −→v

−→p
Figure 3.1.5

TERMINOLOGY. The vectors−→p and−→n are referred to as thecomponents of−→v relative to−→w .
More precisely:
(i) the vector−→p is called thecomponent of−→v along(or parallel to) −→w ; this same vector is also

referred to as theprojection of−→v on the direction of−→w , and is denoted byproj −→
w

(−→v
)
;

(ii) the vector−→n = −→v − proj −→
w

(−→v
)

is called thecomponent of−→v which isperpendicular(or
normal) to−→w .

Areas of Parallelograms and Triangles
We now put everything we learned to very good use, by derivinga very useful formula for the

area of a parallelogram.

Parallelogram Area in Vector Form

If −→v and−→w are twonon-zero, non-parallelvectors, then the parallelogramP formed by
them has:

Area(P) =
∣∣−→v ∧−→w

∣∣. (3.1.24)
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In particular, if γ is the geometric angle formed by these two vectors, we also have the
equality:

Area(P) =
∥∥−→v
∥∥ ·

∥∥−→w
∥∥ · sin γ. (3.1.25)

Proof. When we apply the Vector Component Theorem, we can write

−→v = −→p+−→n ,

with −→p parallel to−→w , and−→n perpendicular to−→w .

−→w

−→n
−→v

−→p

Figure 3.1.6

It is pretty obvious that, when we set up our parallelogram tohave−→w as its base, its height will
be exactly−→n , so we will have

Area =
∥∥−→n
∥∥ ·

∥∥−→w
∥∥. (3.1.26)

On the one hand, since−→n perpendicular to−→w . it is clear that

−→n∧−→w =
∥∥−→n
∥∥ ·

∥∥−→w
∥∥ · sin

(
±π
2

)
= ±

∥∥−→n
∥∥ ·

∥∥−→w
∥∥,

so using (3.1.26) we can now write

Area =
∣∣−→n∧−→w

∣∣. (3.1.27)

On the other hand, since−→p parallel to−→w , we have−→p∧−→w = 0, so by distributivity of the skew
product we have

−→v∧−→w =
(−→p+−→n

)
∧−→w = −→p∧−→w+−→n∧−→w = −→n∧−→w ,

so in (3.1.27) we can substitute the right-hand side with−→v∧−→w , which gives us precisely the
desired formula (3.1.24).

As for the second formula, all we have to remember is the fact that, by the Dot/Skew Product
Theorem, we know that−→v∧−→w =

∥∥−→v
∥∥ ·

∥∥−→w
∥∥ · sin τ , whereτ is theturning angle of−→v over−→w . Since we also know thatτ = ± γ, we always havesin τ = ± sin γ, thus

−→v∧−→w = ±
∥∥−→v
∥∥ ·

∥∥−→w
∥∥ · sin γ,
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and then by taking absolute values,12 the± sign goes away, thus yielding (3.1.25). �

Example 3.1.5.Suppose we have vectors−→v =

[
3
2

]
and−→w =

[
−2
−8

]
, and we want to find

the area of the parallelogram formed by these vectors. All wehave to do is to compute the skew
product: −→v∧−→w = 3 · (−8)− (−2) · 2 = −24 + 4 = −20,
and then we conclude that the area is| − 20| = 20.

Using the parallelogram area formulas, we immediately obtain the area formulas fortriangles.

Triangle Area in Vector Form

If −→v and−→w are twonon-zero, non-parallelvectors, then both trianglesT andT ′ that can
be formed by them have equal areas:

Area(T ) = Area(T ′) = 1
2

∣∣−→v ∧−→w
∣∣. (3.1.28)

In particular, ifγ is the geometric angle formed by these two vectors, then we also have the
equalities:

Area(T ) = Area(T ′) = 1
2
·
∥∥−→v
∥∥ ·

∥∥−→w
∥∥ · sin γ. (3.1.29)

Proof. The two possible triangles that can be formed by the two vectors are depicted below.

T T ′

−→w −→w

−→v −→v

Figure 3.1.7

No matter what triangle we choose (T or T ′), it is pretty clear that the parallelogramP formed
by the two vectors consists of two congruent copies of the chosen triangle, so both triangles will
have areas

Area(T ) = Area(T ′) = 1
2
· Area(P),

and then everything follows from (3.1.24) and (3.1.25). �

CLARIFICATIONS. Additional area formulas are provided in Exercises 23-24

Exercises
In Exercises 1-4 you are asked to compute the dot and skew product of the given vectors.

1. −→v =

[
1
2

]
and−→w =

[
3
4

]
.

12 Sinceγ is in the interval[0, π], we always know thatsin γ ≥ 0.
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2. −→v =

[
−4
2

]
and−→w =

[
3
4

]
.

3. −→v =

[
−4
4

]
and−→w =

[
2
5

]
.

4. −→v =

[
−5
1

]
and−→w =

[
2
−1

]
.

In Exercises 5-7 you have to use the given information to compute the exact value of the dot
product.−→v • −→w

5.
∥∥−→v
∥∥ = 3,

∥∥−→w
∥∥ = 5,

∥∥−→v +−→w
∥∥ = 6.

6.
∥∥−→v
∥∥ = 10,

∥∥−→w
∥∥ = 2,

∥∥−→v −−→w
∥∥ = 9.

7.
∥∥−→v +−→w

∥∥ = 5,
∥∥−→v −−→w

∥∥ = 7.

In Exercises 8-11 you are asked to find the geometric angle andthe turning angle of each of
the two vectors over the other one.

8. −→v =

[
1
2

]
and−→w =

[
2
−1

]
. Use exact values.

9. −→v =

[
−4
4

]
and−→w =

[
1
0

]
. Use exact values.

10. −→v =

[
2
3

]
and−→w =

[
1
1

]
. Round to nearest 0.01 of a radian.

11. −→v =

[ √
3
1

]
and−→w =

[
−
√
3

1

]
. Use exact values.

In Exercises 12-15 you are asked to compute the projection of−→v on the direction of−→w , where
the two vectors are given in each Exercise.

12. −→v =

[
1
3

]
and−→w =

[
2
2

]
.

13. −→v =

[
3
−2

]
and−→w =

[
−1
1

]
.

14. −→v =

[
3
−1

]
and−→w =

[
1
3

]
.

15. −→v =

[
1
1

]
and−→w =

[
2
−1

]
.

In Exercises 16-19 you are asked to compute the area of the parallelogram formed by the given
vectors.
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16. −→v =

[
1
3

]
and−→w =

[
2
4

]
.

17. −→v =

[
−4
−2

]
and−→w =

[
−3
4

]
.

18. −→v =

[
2
4

]
and−→w =

[
2
5

]
.

19. −→v =

[
3
1

]
and−→w =

[
2
−1

]
.

20. A Pythagorean Identity. Either using the trigonometric formulas, or the algebraic defini-
tions of the dot and skew products, prove that for any two vectors−→v1 and−→v2, one has the
equality (−→v1•−→v2

)2
+
(−→v1∧−→v2

)2
=
∥∥−→v1

∥∥2 ·
∥∥−→v2

∥∥2. (3.1.30)

21* . Proof of the Component Theorem.Suppose−→w and−→v are two vectors, with−→w 6= −→0 , and
assume that we have

−→v = −→p +−→n ,
with: (i) −→p eitherzero, or parallel to−→w ; (ii) −→n eitherzero, or perpendicularto−→w .

Prove the equality−→p =

(−→v • −→w∥∥−→w
∥∥2

)
−→w , following the steps below.

(a) Use condition (ii) to get−→n •−→w = 0. Then using the fact that−→n = −→v − −→p , obtain the
equality:−→v •−→w = −→p •−→w .

(b) Argue that, by condition (i), the vector−→p must be of the form
−→p = t−→w , (3.1.31)

for some numbert, and use part(a) to conclude thatt satisfies the equalities
−→v •−→w = t

(−→w•−→w
)
= t
∥∥−→w
∥∥2.

(c) Solve the above equation fort, then replacet in (3.1.31) and obtain the desired formula.

22* . Suppose−→w ,−→v ,−→p and−→n are as in the preceding Exercise, and letγ be the geometric angle
formed by−→w and−→v . Prove that the magnitudes of the vectors−→p and−→n are:

∥∥−→p
∥∥ =∥∥−→v

∥∥ ·
∣∣cos γ

∣∣ and
∥∥−→n
∥∥ =

∥∥−→v
∥∥ · sin γ. Either directly, or using these equalities, prove

that:
∥∥−→p
∥∥2 +

∥∥−→n
∥∥2 =

∥∥−→v
∥∥2. (3.1.32)

23* . Prove that, given two non-parallel and non-zero vectors−→v and−→w , the area of the parallel-
ogramP formed by them can also be computed as:

Area(P) =
√∥∥−→v

∥∥2 ·
∥∥−→w
∥∥2 −

(−→v • −→w
)2
. (3.1.33)

Conclude that the two trianglesT andT ′ formed by the two vectors have areas:

Area(T ) = Area(T ′) = 1
2

√∥∥−→v
∥∥2 ·

∥∥−→w
∥∥2 −

(−→v • −→w
)2
. (3.1.34)

(HINT: Use the Pythagorean identity (3.1.30) from Exercise 20.)



CHAPTER 3. APPLICATIONS OF TRIGONOMETRY IN GEOMETRY 155

24* . Use the set-up and notations as in Exercise 23. Prove the equalities:

Area(P) =
1

2

√
4
∥∥−→v
∥∥2 ·

∥∥−→w
∥∥2 −

(∥∥−→v ±−→w
∥∥2 −

∥∥−→v
∥∥2 −

∥∥−→w
∥∥2
)2
. (3.1.35)

Area(T ) = Area(T ′) =
1

4

√
4
∥∥−→v
∥∥2 ·

∥∥−→w
∥∥2 −

(∥∥−→v ±−→w
∥∥2 −

∥∥−→v
∥∥2 −

∥∥−→w
∥∥2
)2
.

(3.1.36)

(HINT: Use the preceding Exercise, and the Pythagorean formulas (3.1.3) and (3.1.4).)

3.2 Applications to Triangle Geometry

When were first introduced to the word TRIGONOMETRY, we learned that it has something to
do with triangles. This was explained very early in the course, when we used thetrigonometric
functions to solveright triangles. With the help of of two fundamental results we aregoing to learn
about in this section (the LAW OF COSINE and the LAW OF SINES) we will be in position to solve
arbitrary triangles.

As every triangle has six elements (three sides and three angles), the problem ofsolvingthem
will be divided into several cases, for which the following labeling convention is used.

CASE GIVEN DATA Elements to find
SSS Three sides Three angles
SAS Two sides, and the angleformed by the given

sides
One side and two angles

SSA Two sides, and an anglefacing one of the given
sides

One side and two angles

ASA One side, and two anglesneither of which
faces the given side

Two sides and one angle

AAS One side, and two anglesone of which faces
the given side

Two sides and one angle

Table 3.2.1�
When dealing with problems that require triangle solving, we need to be aware of the

following:
A. Most of our problems are solved with a calculator. In most cases the problem demands the

angles to be computed in degrees, so the calculator must be set to degree mode.
B. The Labeling Convention from Section 1.1 is in effect. So when we deal, for instance, with

a triangle△ABC,
• the lettera denotes the sideBC, which faces the anglêA;
• the lettera denotes the sideAC, which faces the anglêB;
• the letterc denotes the sideAB, which faces the anglêC.

C. Identifying the correct case is essential in a successful solution!

The Law of Cosine (a.k.a Pythagoras’ Generalized Theorem)
We have already seen Pythagoras’ Generalized Theorem presented in Section 3.1 in the form
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that involves thedot product, which gave us two identities (3.1.3) and (3.1.4). The one identity we
are interested in is (3.1.3), which reads:

∥∥−→v1 −−→v2

∥∥2 =
∥∥−→v1

∥∥2 +
∥∥−→v2

∥∥2 − 2
(−→v1 • −→v2

)
. (3.2.1)

If we replace the dot product using its trigonometric form, we can also write the above identity as:

∥∥−→v1 −−→v2

∥∥2 =
∥∥−→v1

∥∥2 +
∥∥−→v2

∥∥2 − 2 ·
∥∥−→v1

∥∥ ·
∥∥−→v2

∥∥ · cos γ, (3.2.2)

whereγ is thegeometric angleformed by the vectors−→v1 and−→v2.

Suppose now we have a triangle, and we label its sides asside1, side2, andside3.

side3

−→v3 =
−→v1 −−→v2

γ

side2 −→v2

sid
e1

−→v1

Figure 3.2.1

Suppose we place two vectors−→v1 and−→v2 sitting on the two sides as shown above, so we can
identify

∥∥−→v1

∥∥ = side1 and
∥∥−→v2

∥∥ = side2. Using the triangle rule, it follows that the vector−→v3 =
−→v1−−→v2 has magnitude

∥∥−→v1−−→v2

∥∥ = side3. With all these identifications, we can re-write
(3.2.2) in a form that does not refer to any vectors whatsoever, and thus obtain the following
fundamental statement.

The Law Of Cosine

Any triangle, with sides labeledside1, side2, andside3, satisfies the identity:

[side3]2 = [side1]2 + [side2]2 − 2 · side1 · side2 · cos
(
angle facingside3

)
. (3.2.3)

The reason we refer to the Law of Cosine as Pythagoras’ Generalized Theorem is the fact that,
in the special case when the angle facingside3 is a right angle(in which case its cosine is zero),
we recover Pythagoras’ usual Theorem, since the triangle formed byside1, side2, andside3 will be
a right triangle, with side3 as itshypotenuse.

CLARIFICATION . With the set-up from the statement of the Law of Cosine, we can of course
switch the sides around (by relabeling), so besides (3.2.3), we will also get two additional identities:

[side1]
2 = [side2]

2 + [side3]
2 − 2 · side2 · side3 · cos

(
angle facingside1

)
; (3.2.4)

[side2]
2 = [side1]

2 + [side3]
2 − 2 · side1 · side3 · cos

(
angle facingside2

)
. (3.2.5)
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Also, by easy algebraic manipulations, we can re-write all of (3.2.3), (3.2.4) and (3.2.5) as:

cos
(
angle facingside1

)
=

[side2]2 + [side3]2 − [side1]2

2 · side2 · side3
; (3.2.6)

cos
(
angle facingside2

)
=

[side1]2 + [side3]2 − [side2]2

2 · side1 · side3
; (3.2.7)

cos
(
angle facingside3

)
=

[side1]2 + [side2]2 − [side3]2

2 · side1 · side2
. (3.2.8)

Solving the SSS Problem
If we are given all three sides of a triangle, the three anglescan be easily computed using the

formulas (3.2.6), (3.2.7), (3.2.8). Since each one of theseformulas leads to an equation of the form

cos ? = number,

and the unknown angle is in the interval(0, π) (or (0◦, 180◦), if we use degrees), the above equation
will only have one solution, given by thearccosinefunction. So we can safely rewrite each one of
the equalities (3.2.6), (3.2.7), (3.2.8) in the following form.

Derived Law of Cosine for Angles

The angles of any triangle, with sides labeledside1, side2, andside3, are given by

angle facingside1 = arccos

(
[side2]2 + [side3]2 − [side1]2

2 · side2 · side3

)
; (3.2.9)

angle facingside2 = arccos

(
[side1]2 + [side3]2 − [side2]2

2 · side1 · side3

)
; (3.2.10)

angle facingside3 = arccos

(
[side1]2 + [side2]2 − [side3]2

2 · side1 · side2

)
. (3.2.11)

Based on these formulas, the SSS problem can be solved as follows.

Solution of the SSS Problem based on Law of Cosine

Given three sides in a triangle, we find the three angles as follows.
I. Find two missing angles using two of the formulas from the Derived Law of Cosine for

Angles.
II. Once two angles are found, the third one is found by subtracting the two angles found in

step I, from180◦.�
In the case of an SSS problem, it is quite possible to haveno solution!This would happen

precisely whenone of the triangle inequalitiesside1 + side2 > side3, side1 + side3 > side2,
side2 + side3 > side1, fails. For example, if we want to solve a triangle with sidesa = 5, b = 10
and c = 17, we quickly see that the inequalitya + b > c does not work, so we haveno such
triangle!
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Example 3.2.1. Suppose we want to solve the triangle△ABC, in which we are givena = 7,
b = 5 andc = 3 (all measured in inches).

The procedure outlined above is carried on as follows.
I. We begin by finding the angleŝA andB̂:

Â = arccos

(
b2 + c2 − a2

2bc

)
= arccos

(
52 + 32 − 72

2 · 5 · 3

)
= arccos

(
−15
30

)
= 120◦;

B̂ = arccos

(
a2 + c2 − b2

2ac

)
= arccos

(
72 + 32 − 52

2 · 7 · 3

)
= arccos

(
33

42

)
≃ 38.2132107◦.

II. With the two angles we found, we can find the third angle:

Ĉ = 180◦ − Â−B̂ ≃ 180◦ − 120◦−38.2132107◦ ≃ 21.7867893◦.

Solving the SAS Problem

If we are given two sides of a triangle, and the angle formed bythem (which faces the missing
side), then we can find the third side using the Law of Cosine, in any one of its presentations:
(3.2.3), (3.2.4), or (3.2.5). Since each one of these formulas leads to an equation of the form

[missing side]2 = number,

and the unknown ispositive, we can take the square root, so we can safely rewrite each oneof the
equalities (3.2.3), (3.2.4), (3.2.5). in the following form.

Derived Law of Cosine for Sides

The sidesside1, side2, side3, in any triangle, satisfy the equalities

side1 =
√
[side2]2 + [side3]2 − 2 · side2 · side3 · cos

(
angle facingside1

)
; (3.2.12)

side2 =
√
[side1]2 + [side3]2 − 2 · side1 · side3 · cos

(
angle facingside2

)
. (3.2.13)

side3 =
√
[side1]2 + [side2]2 − 2 · side1 · side2 · cos

(
angle facingside3

)
. (3.2.14)

Based on these formulas, the SAS problem can be solved as follows.

Solution of the SAS Problem based on Law of Cosine

Given two sides of a triangle, and the angle formed by them, wefind the third side and the
other two angles as follows.

I. Find the missing side using one of the formulas from the Derived Law of Cosine for
Sides.

II. Find one of the missing angles using one of the formulas from the Derived Law of
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Cosine for Angles.
III. Once one missing angle are found, the third one is found by subtracting the two angles

(the given one and the one found in step II) from180◦.

Example 3.2.2. Suppose we want to solve the triangle△ABC, in which we are givena = 10,
b = 5 (both measured in inches), and̂C = 35◦.

The procedure outlined above is carried on as follows.
I. We begin by finding the third side

c =

√
a2 + b2 − 2abcos Ĉ =

√
102 + 52 − 2 · 10 · 5 · cos 35◦ ≃ 6.563900942 in.

II. Next we find one of the two missing angles

Â = arccos

(
b2 + c2 − a2

2bc

)
= arccos

(
52 + 6.5639009422 − 102

2 · 5 · 6.563900942

)
≃ 119.0926395◦.

III. With the two anglesÂ = andĈ in hand, we can find the third angle:

B̂ = 180◦ − Â−Ĉ ≃ 180◦ − 119.0926395◦−35◦ ≃ 25.9073605◦.

Area Formulas
When we obtained the Law of Cosine using the dot product, we “played” with two vectors,

which we placed on two sides of the triangle. Using Figure 3.2.1 as a guideline, we can also
compute the area of the triangle, with the help of formula (3.1.29) from Section 3.1, which reads:

Area(T ) =
1

2
·
∥∥−→v1

∥∥ ·
∥∥−→v2

∥∥ · sin γ.

So when we replace again
∥∥−→v1

∥∥ = side1 and
∥∥−→v2

∥∥ = side2, we obtain the following useful result.

Side-Angle-Side Area Formula

Any triangleT , with sides labeledside1, side2, andside3, has area given by:

Area(T ) =
1

2
· side1 · side2 · sin

(
angle facingside3

)
. (3.2.15)

CLARIFICATION . With the set-up as above, we can of course switch the sides around (by
relabeling), so besides (3.2.15), we will also get two additional formulas:

Area(T ) =
1

2
· side1 · side3 · sin

(
angle facingside2

)
; (3.2.16)

Area(T ) =
1

2
· side2 · side3 · sin

(
angle facingside1

)
. (3.2.17)
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Example 3.2.3. Suppose we have a triangle△ABC, with a = 10, b = 8 (both measured in
inches),Ĉ = 45◦, and we want to find its area.

Using (3.2.15), we can simply write

Area(△ABC) = 1

2
absin Ĉ =

1

2
· 108 · sin 45◦ = 1

2
· 108 ·

√
2

2
=

= 20
√
2 sq.in.≃ 28.28427125 sq.in.

It is also possible to derive another area formula, which does not involve the sine function. The
neatest way to present the above formula is as follows.

Heron’s Area Formula

Any triangleT , with sides labeledside1, side2, andside3, has area given by:

Area(T ) =
√
s(s−side1)(s−side2)(s−side3), (3.2.18)

wheres is thesemi-perimeter: s = 1
2
(side1 + side2 + side3).

Proof. What follows is a long and tedious algebraic computation. Ona first reading, you may
want to skip it and go directly to Example 3.2.4 below.

Denote the three sides of the triangle simply bys1, s2, s3, and letθ denote the angle facing

s3, so using (3.2.15) we haveArea(T ) =
1

2
s1s2sin θ. Next, using the fact thatsin θ ≥ 0, we can

safely say thatsin θ =
√
1− cos2θ, so now we can write

Area(T ) =
1

2
s1s2
√
1− cos2θ (3.2.19)

Using the Law of Cosine in the form (3.2.8), we know thatcos θ =
s21 + s22 − s23

2s1s2
, so using this as

a replacement forcos θ in (3.2.19), we get:

Area(T ) =
1

2
s1s2

√
1−

(
s21 + s22 − s23

2s1s2

)2

=
s1s2
2

√
1− (s21 + s22 − s23)2

(2s1s2)2
=

=
s1s2
2

√
(2s1s2)

2

(2s1s2)2
− (s21 + s22 − s23)2

(2s1s2)2
=
s1s2
2

√
(2s1s2)

2 − (s21 + s22 − s23)2
(2s1s2)2

=

=
s1s2

√
(2s1s2)2 − (s21 + s22 − s23)2

2 · (2s1s2)
=

1

4

√
(2s1s2)2 − (s21 + s22 − s23)2. (3.2.20)

Using the formula for the difference of squares, we can factor the expression under the radical as

(2s1s2)
2 −

(
s21 + s22 − s23

)2
=
[
2s1s2 +

(
s21 + s22 − s23

)]
·
[
2s1s2 −

(
s21 + s22 − s23

)]
=

=
[(
s21 + s22 + 2s1s2

)
− s23

]
·
[
s23 −

(
s21 + s22 − 2s1s2

)]
. (3.2.21)

Using the square of sum/difference formulas, we recognizes21 + s22 + 2s1s2 = (s1 + s2)
2 and

s21 + s22 − 2s1s2 = (s1 − s2)2, so the calculation from (3.2.21) continues as:

(2s21s
2
2)

2 −
(
s21 + s22 − s23

)2
=
[
(s1 + s2)

2 − s23
]
·
[
s23 − (s1 − s2)2

]
,
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and then, when we use again the difference of squares formula, we can also write:

(2s21s
2
2)

2−
(
s21+s

2
2−s23

)2
= [s1 + s2 + s3]·[s1 + s2 − s3]·[s3 + s1 − s2]·[s3 + s2 − s1] . (3.2.22)

Sinces1 + s2 + s3 = 2s, we can also write

s1 + s2 − s3 = (s1 + s2 + s3)− 2s1 = 2s− 2s1 = 2(s−s1),
s3 + s1 − s2 = (s1 + s2 + s3)− 2s2 = 2s− 2s2 = 2(s−s2),
s3 + s2 − s1 = (s1 + s2 + s3)− 2s3 = 2s− 2s3 = 2(s−s3),

so now (3.2.22) reads:

(2s21s
2
2)

2 −
(
s21 + s22 − s23

)2
=
[
2s
]
·
[
2(s−s1)

]
·
[
2(s−s2)

]
·
[
2(s−s3)

]
=

= 16s(s−s1)(s−s2)(s−s3),

and then when we plug this under the radical in (3.2.20), the desired formula (3.2.18) follows.�

Example 3.2.4. Suppose we have a triangle△ABC, with a = 10, b = 9, c = 7 (all measured
in inches), and we want to find its area.

We will use Heron’s Formula (3.2.18), for which we first need the semi-perimeter:

s =
1

2

(
a+ b+ c

)
=

1

2

(
10 + 7 + 9

)
=

1

2
· 26 = 13.

Using this calculation, by Heron’s Formula (3.2.18), we get

Area(△ABC) =
√
s(s−a)(s−b)(s−c) =

√
13(13−10)(13−9)(13−7) =

=
√
936 sq.in.≃

√
30.59411708 sq.in.

The Law of Sines
The second most important result in this section relates allsides and all the angles facing them,

as follows.
The Law of Sines

In any triangleT , with sides labeledside1, side2, andside3, one has the following equalities:

side1
sin
(
angle facingside1

) =
side2

sin
(
angle facingside2

) =
side3

sin
(
angle facingside3

) (3.2.23)

Proof. Start off with the Side-Angle-Side Area Formulas (3.2.15), (3.2.16), and (3.2.17), which
yield the following two equalities:

side1 · side3 · sin
(
angle facingside2

)
= side2 · side3 · sin

(
angle facingside1

)
; (3.2.24)

side1 · side3 · sin
(
angle facingside2

)
= side1 · side2 · sin

(
angle facingside3

)
. (3.2.25)

If we divide both sides of (3.2.24) byside3 we get

side1 · sin
(
angle facingside2

)
= side2 · sin

(
angle facingside1

)
,
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which is equivalent to the first equality from (3.2.23):

side1
sin
(
angle facingside1

) =
side2

sin
(
angle facingside2

) .

Likewise, if we divide both sides of (3.2.25) byside1 we get

side3 · sin
(
angle facingside2

)
= side2 · sin

(
angle facingside3

)
,

which is equivalent to the second equality from (3.2.23):

side2
sin
(
angle facingside2

) =
side3

sin
(
angle facingside3

) . �

The Law of Sines has numerous applications to triangle solving, which we will discuss shortly.
At this time, we give a more “theoretical” application, which tells us something about the ordering
of the angles in a triangle.

Side-Angle Ordering Rule

If two sides in a triangle satisfyside1 > side2, then:

angle facingside1 > angle facingside2. (3.2.26)

Proof. Let us denote the two sides simply bys1, s2, s3, and the angles facing them byθ1, θ2,
θ3. With these simplified notations, we are given thats1 > s2, and we need to show thatθ1 > θ2.

The first observation is that, since we have

θ1 + θ2 = 180◦ − θ3 < 180◦,

we always have the inequalities

θ1 < 180◦ − θ2; (3.2.27)

θ2 < 180◦ − θ1. (3.2.28)

In particular, in the case whenθ1 ≥ 90◦, there is nothing to prove, because (3.2.27) would force
θ2 < 90◦ ≤ θ1.

So the only other case to consider is whenθ1 is acute. In this case we notice that, when we
rewrite the first equality in (3.2.23) in the from

s1
s2

=
sin θ1
sin θ2

,

then using the inequalitys1 > s2 (which is the same as
s1
s2
> 1), it follows that

sin θ1
sin θ2

> 1, thus:

sin θ1 > sin θ2. (3.2.29)

There are now two possibilities to consider:
(i) 0 < θ2 ≤ 90◦;

(ii) 90◦ < θ2 < 180◦.
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In case (i) it follows that bothθ1 andθ2 sit in the interval[0◦, 90◦] on whichsin is increasing,
and then (3.2.29) will clearly forceθ1 > θ2.

As for case (ii), we are going to show that it isimpossible. Indeed, if we use the angleα =
180◦ − θ2 which by the formulas for supplements hassinα = sin θ2, so now (3.2.29) will read

sin θ1 > sinα,

and then arguing as above (nowθ andα will be in [0◦, 90◦]), this will force

θ1 > α = 180◦ − θ2,

which clearly violates (3.2.27). �

Solving the ASA and the AAS Problems
The Law of Sines turns out to be very effective for solving triangles, when two angles are given,

in which case the following procedure can be employed.

Solution of the ASA and AAS Problems based on Law of Sines

Given one side and two angles of a triangle, we find the third angle and the other two sides
as follows.
I. Find the third angle, by subtracting the sum of the two given angles from180◦.

II. Once the third angle is found, set up the equalities (3.2.23) given by the Law of Sines,
and by setting up twoproportion equations(in which the given side appears as one of
the numerators), solve for the missing sides.

Example 3.2.5. Suppose we want to solve the triangle△ABC, in which we are givena = 10
cm, B̂ = 52◦, andĈ = 34◦.

The procedure outlined above is carried on as follows.
I. We begin by finding the third angle

Â = 180◦ − B̂ − Ĉ = 180◦ − 52◦ − 34◦ = 94◦.

II. We now set up the Law of Sines
a

sin Â
=

b

sin B̂
=

c

sin Ĉ
, by replacing all known quantities:

10

sin 94◦
=

b

sin 52◦
=

c

sin 34◦
.

To computeb we solve the proportion equation
10

sin 94◦
=

b

sin 52◦
by cross-multiplication an

division, which yields

b =
10 · sin 52◦
sin 94◦

≃ 7.899349956 cm.

To computec we solve the proportion equation
10

sin 104◦
=

c

sin 34◦
by cross-multiplication an

division, which yields

c =
10 · sin 34◦
sin 94◦

≃ 5.605583955 cm.
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Using the Law of Sines to Find Angles

If we pay close attention to Example 3.2.5, we see that we can also use proportion equations to
find sinesof (unknown) angles. For instance, if we have a triangle△ABC, in which we knowa,

Â andb, using the Law of Sines, which gives us the proportion
a

sin Â
=

b

sin B̂
, we can find:

sin B̂ =
b sin Â

a
.

In principle, the above equality should be enough for findingthe angleB̂, but we need to be
extremely careful!This is due to the following important (and quite subtle) fact.�

PRECAUTIONARY FACT. If θ represents anangle in a triangle, thenthe value ofsin θ
alone, does not determine the value ofθ uniquely! So,without any additional information,
given

sin θ = number, (3.2.30)

there aretwopossible values ofθ:
(a) oneacuteangle:θ1 = arcsin(number);
(b) oneobtuseangle:θ2 = 180◦ − arcsin(number).
The only exceptions to these rules are:
(i) If number≤ 0, or number> 1, there isno possible value forθ;

(ii) If number= 1, then onlyone valueis possible:θ = 90◦.

CLARIFICATION . As seen in the Precautionary Fact above, the main drawback of working with
sine, when dealing with angles in a triangles, is the fact that theequation (3.2.30) may havetwo
solutions. This clearly contrasts what happens with acosine: As it turns out, ifθ an angle in a
triangle, an equation of the form “cos θ = number” has exactlyonesolution:θ = arccos(number).
(The only exceptions are the cases whennumber≤ −1, or number> 1, when we have no solu-
tion).

In other words,sinedoes not differentiate between acute and obtuse angles, but cosinedoes!.
For this reason, using the Law of Cosine is always preferred,when solving triangles.

“Shortcuts” for the SSS and SAS Problems, using the Law of Sines

The methods for solving the SSS and the SAS problem, outlinedearlier (both of which were
based on the Law of Cosine), can be slightly improved using the Law of Sines, with a careful
application of the Precautionary Fact stated above. Although the outline below has four steps, the
method is often less time consuming than the earlier ones, because it involves fewer keystrokes on
the calculator.
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“Hybrid” Solutions of the SSS and SAS Problems

When solving an SSS or an SAS problem, proceed as follows.
I. Findone missing angle(in the SSS problem), orone missing side(in the SAS problem),

using the corresponding Derived Law of Cosine.At the end of this step, we will have
“in hand” three sides and one angle.

II. Set up the Law of Sines, with the information acquired at the end of Step I, andorder
the two missing anglesbased on theorder of the sides facing them. Identify thesmaller
of the two missing angles. This particular angle is necessarilyacute.

III. Find thevalueof thesineof the smaller of the two missing angles, using a proportion
equation, then compute this angle using:

smaller angle= arcsin(value). (3.2.31)

IV. Once one missing angle is found, the second missing angleis found by subtracting the
two known angles from180◦.

CLARIFICATION . Since the angle identified in Step III is acute, the formula (3.2.31) is “safe”
to use, as exaplained in the Precautionary Fact above.

Example 3.2.6. Suppose we want to solve the same triangle△ABC, given in Example 3.2.1,
in which we were givena = 7, b = 5 andc = 3 (all measured in inches).

I. We start off as in Example 3.2.1, by finding one of the missing angles using the Law of Co-
sine. For example, we can computeÂ = 120◦. (See Example 3.2.1 for details on this calculation.)

II. At this point, although we could also try to find one of the other angles again using the Law

of Cosine, we now proceed by setting up the Law of Sines
a

sin Â
=

b

sin B̂
=

c

sin Ĉ
, which gives:

7

sin 120◦
=

5

sin B̂
=

3

sin Ĉ
.

Sinceb = 5 andc = 3, the smaller of the missing angles iŝC, which is thenacute.

III. Using the proportion equation
7

sin 120◦
=

3

sin Ĉ
, we can find

sin Ĉ =
3 sin 120◦

7
≃ 0.371153744,

and then we can compute:̂C = arcsin(0.371153744) ≃ 21.7867893◦.
IV. With the anglesÂ = 120◦ andĈ ≃ 21.7867893◦ “in hand,” we can find the third angle:

B̂ = 180◦ − Â−Ĉ ≃ 180◦ − 120◦−21.7867893◦ ≃ 38.2132107◦.

Example 3.2.7. Suppose we want to solve the same triangle△ABC, given in Example 3.2.2,
a = 10, b = 5 (both measured in inches), and̂C = 35◦.

I. We start off as in Example 3.2.2, by finding the missing sidec ≃ 6.563900942 in, using the
Law of Cosine. (See Example 3.2.2 for details on this calculation.)
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II. With the information available we set up the Law of Sines
a

sin Â
=

b

sin B̂
=

c

sin Ĉ
, which

yields:
10

sin Â
=

5

sin B̂
=

6.563900942

sin 35◦
.

Sincea = 10 andb = 5, the smaller of the missing angles iŝB, which is thenacute.

III. Using the proportion equation
5

sin B̂
=

6.563900942

sin 35◦
, we can find

sin B̂ =
5 sin 35◦

6.563900942
≃ 0.436917346,

and then we can compute:̂B = arcsin(0.436917346) ≃ 25.9073605◦.

IV. With the anglesB̂ ≃ 25.9073605◦ andĈ = 35◦ “in hand,” we can find the third angle:

Â = 180◦ − B̂−Ĉ ≃ 180◦ − 25.9073605◦−35◦ ≃ 119.0926395◦.

Solving the SSA Problem�
The SSA Problem can be tricky! As we shall see, such a problem has three possible out-

comes:
(A) nosolution;
(B) onesolution;
(C) two solutions.

As it turns out, we can solve the SSA problem in two ways, usingeither the Law of Sines (the
preferred method), or using the Law of Cosine (which many textbooks ignore!). In either method,
after several steps, we will reduce the problem to a “familiar” case, of one of the types discussed
earlier (ASA, AAS, or SSS).

Solution of the SSA based on Law of Sines

Given two sides in a triangle, and an angle facing one of the given sides, we solve the triangle
as follows.

I. (Preparation) Compare the given sides and figure out theorder of the angles facing
them. In some peculiar cases, you can bypass Steps II and III.

II. Set up the Law of Sines, and find thevalueof thesineof themissing angle that faces
one of the given sides, by solving the proportion equation. Ifvalue> 1, then westop
here! The Problem has no solution.

III. With the valuefound in Step II, find the missing angle, which can beeither oneof:

angle1= arcsin(value). (3.2.32)

angle2= 180◦ − arcsin(value). (3.2.33)
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Using the information from Step I, decide ifone, or bothangles above are acceptable.

IV. With each one of the angles found in Step III, we have an AASProblem. Solve each
one of these problems as outlined earlier:
(i) Find the third angle by subtracting the two known angles from180◦.
(ii) Go back to the Law of Sines and solve a proportion equation to find the missing

side.�
If after Step III you are left withtwo AAS problems, solve them separately. The given

problem will havetwo solutions, which must be written separately. (This situation is illustrated in
Example 3.2.8.)�

Do not skip Step I!There are instances (illustrated in Examples 3.2.11, 3.2.12), in which
you can very quickly get your answer, without the need of Steps II and III.

Example 3.2.8. Suppose we want to solve triangle△ABC, given a = 10, b = 8 (both
measured in inches), and̂B = 40◦.

I. Sincea > b, it follows thatÂ > B̂.
II. Set up the Law of Sines

a

sin Â
=

b

sin B̂
=

c

sin Ĉ
(3.2.34)

by plugging in the given values, which yields:

10

sin Â
=

8

sin 40◦
=

c

sin Ĉ
.

Using the proportion equation
10

sin Â
=

8

sin 40◦
, we can solve by cross-multiplication and division,

which gives:

sin Â =
10sin 40◦

8
≃ 0.803484512. (3.2.35)

III. The possible solutions of (3.2.35) are:

Â1 = arcsin(0.803484512) ≃ 53.46414901◦; (3.2.36)

Â2 = 180◦ − arcsin(0.803484512) ≃ 126.535851◦. (3.2.37)

By Step I we know that̂A > B̂, and clearly both (3.2.36) and (3.2.37) are acceptable. This means
that our problem will havetwo solutions.

IV. For thefirst solution, we use (3.2.36) to get the third angle

Ĉ1 = 180◦ − Â1 − B̂ ≃ 180◦ − 53.46414901◦ − 40◦ ≃ 86.53585099◦. (3.2.38)

Now if we go back to the Law of Sines (3.2.34), we also get
8

sin 40◦
=

c

sin 86.53585099◦
, so the

value ofc given by thefirst solution is:

c1 =
8sin 86.53585099◦

sin 40◦
≃ 12.423040969 in. (3.2.39)
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IV. For thesecondsolution, we use (3.2.37) to get the third angle

Ĉ2 = 180◦ − Â2 − B̂ ≃ 180◦ − 126.535851◦ − 40◦ ≃ 13.46414901◦. (3.2.40)

Now if we go back to the Law of Sines (3.2.34), we also get
8

sin 40◦
=

c

sin 13.46414901◦
, so the

value ofc given by thesecondsolution is:

c2 =
8sin 13.46414901◦

sin 40◦
≃ 2.897839169 in. (3.2.41)

Conclusion:Our problem hastwo solutions:

Solution1 :





Â1 ≃ 53.46414901◦

Ĉ1 ≃ 86.53585099◦

c1 ≃ 12.423040969 in.
Solution2 :





Â2 ≃ 126.535851◦

Ĉ2 ≃ 13.46414901◦

c2 ≃ 2.897839169 in.

Example 3.2.9. Suppose we want to solve triangle△ABC, given a = 7, b = 10 (both
measured in inches), and̂B = 40◦.

I. Sincea < b, it follows thatÂ < B̂.
II. Set up the Law of Sines

a

sin Â
=

b

sin B̂
=

c

sin Ĉ
(3.2.42)

by plugging in the given values, which yields:

7

sin Â
=

10

sin 40◦
=

c

sin Ĉ
.

Using the proportion equation
7

sin Â
=

10

sin 40◦
, we can solve by cross-multiplication and division,

which gives:

sin Â =
7sin 40◦

10
≃ 0.449951327. (3.2.43)

III. The possible solutions of (3.2.43) are:

Â1 = arcsin(0.449951327) ≃ 26.74056117◦; (3.2.44)

Â2 = 180◦ − arcsin(0.449951327) ≃ 153.2594388◦. (3.2.45)

By Step I we know thatÂ < B̂, and is is obvious that the solution (3.2.45) is not acceptable.
Therefore, we can only continue with (3.2.44), which means that our problem will haveonly one
solution.

IV. Using our only possible value for̂A, given by (3.2.44) our third angle is:

Ĉ = 180◦ − Â− B̂ ≃ 180◦ − 26.74056117◦ − 40◦ ≃ 113.2594388◦. (3.2.46)

Now if we go back to the Law of Sines (3.2.34), we also get
10

sin 40◦
=

c

sin 113.2594388◦
, so the

value ofc is:

c =
10sin 113.2594388◦

sin 40◦
≃ 14.2928419 in. (3.2.47)
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Conclusion:Our problem hasonesolution:




Â ≃ 26.74056117◦

Ĉ ≃ 113.2594388◦

c ≃ 14.2928419 in.

Example 3.2.10. Suppose we want to solve triangle△ABC, givena = 10, c = 6 (both
measured in inches), and̂C = 80◦.

I. Sincea > c, it follows thatÂ > Ĉ.
II. Set up the Law of Sines

a

sin Â
=

b

sin B̂
=

c

sin Ĉ
(3.2.48)

by plugging in the given values, which yields:

10

sin Â
=

b

sin B̂
=

6

sin 80◦
.

Using the proportion equation
10

sin Â
=

6

sin 80◦
, we can solve by cross-multiplication and division,

which gives:

sin Â =
10sin 80◦

6
≃ 1.641346255. (3.2.49)

Since the value we got is greater than1, the equationsin Â = 1.641346255 cannot be solved, so
our problem hasno solution.

Example 3.2.11. Suppose we want to solve triangle△ABC, givena = 10, b = 8 (both
measured in inches), and̂B = 100◦.

I. Sincea > b, it follows thatÂ > B̂. However, sincêB is obtuse, this would forceÂ to be
obtuse, as well, which is clearly impossible. (No triangle can have two obtuse angles!) So we can
quickly conclude that this problem hasno solution.

Example 3.2.12. Suppose we want to solve triangle△ABC, given a = 5, b = 5 (both
measured in inches), and̂B = 77◦.

I. Sincea = b, it follows immediately that our triangles isisosceles, thus Â = B̂, so we
immediately getÂ = 77◦, so we can skip directly to the final step.

IV. Ĉ = 180◦ − Â − B̂ = 180◦ − 77◦ − 77◦ = 26◦. Now if we go back to the Law of Sines

(3.2.34), we also get
5

sin 77◦
=

c

sin 26◦
, so the value ofc is:

c =
5sin 26◦

sin 77◦
≃ 2.249510543 in. (3.2.50)

Conclusion:Our problem hasonesolution:




Â = 77◦

Ĉ = 26◦

c ≃ 2.249510543 in.

As mentioned earlier, it is also possible to solve the SSA problem using the Law of Cosine.
The only drawback of this approach is the fact that it uses theQuadratic Formula:
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Solution of the SSA based on Law of Cosine

Given two sides in a triangle, and an angle facing one of the given sides, we solve the triangle
as follows.

I. Set up one form of the Law of Cosine (3.2.3), or (3.2.4), or (3.2.5), in which the given
angle contributes. Treat this identity as anequation in which the unknown is the missing
side.

II. Solve the equation set up in Step I. (The equation will always be quadratic.) Collect
bothsolutions. If one solution is negative, eliminate it!

III. With each one of the solution(s) found in Step II, we havean SSS Problem. Solve each
one of these problems as outlined earlier:
(i) Find one of the missing angles, using the Law of Cosine.
(ii) Find the third angle by subtracting the two known anglesfrom 180◦.

Example 3.2.13. Suppose we want to solve the same triangle△ABC from Example 3.2.8,
which hasa = 10, b = 8 (both measured in inches), and̂B = 40◦. When working this Example
using the above method, we will not finish it completely: we will only illustrate the first two steps
(to confirm we are on the right track), and leave the third one to the reader.

I. The equation given by the Law of Cosine, in whicĥB participates is:

b2 = a2 + c2 − 2a c cosB̂.

We treat this as an equation which hasc as the unknown. By subtractingb2 and replacing all given
values, we can write the above as a quadratic equation

102 + c2 − 2 · 10 c cos40◦ − 82 = 0,

which reads:
c2 + (−20cos40◦)c+ 36 = 0.

II. Using the Quadratic Formula, the above equation has two solutions:

c =
−(−20cos40◦)±

√
(−20cos40◦)2 − 4 · 36
2 · 1 = 10cos40◦ ±

√
100cos240◦ − 36 ≃

≃ 7.660444431± 4.762605262.

These two possible values ofc clearly match the values we found in our calculations (3.2.39) and
(3.2.41) from Example 3.2.8.

Exercises
In each one of Exercises 1-6 you are asked to find the area of thetriangle△ABC, based on the

given information. (Do not solve the triangle!)

1. a = 12 cm,b = 14 cm,c = 7 cm. Useexact values, then round to nearest0.001.

2. a = 10.3 cm,b = 8.2 cm,c = 5.4 cm. Round to nearest0.001.
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3. a = 7 cm,b = 6 cm,Ĉ = 40◦. Round to nearest0.001.

4. a = 12 cm,B̂ = 60◦, c = 4 cm. Useexact value, then round to nearest0.001.

5. a = 20 cm,B̂ = 30◦, c = 40 cm. Useexact values.

6. Â = 135◦, b = 12 cm,c = 16 cm. Useexact value, then round to nearest0.001.

In each one of Exercises 7-18 you are asked to solve the triangle△ABC, based on the given
information. Round you answers to the nearest0.001.

7. a = 10 cm,b = 9 cm,c = 7 cm.

8. a = 10.5 cm,b = 9.2 cm,c = 5 cm.

9. a = 1.7 cm,b = 5 cm,c = 3.5 cm.

10. a = 20 cm,b = 8 cm,c = 11 cm.

11. a = 7 cm,b = 6 cm,Ĉ = 40◦.

12. a = 12 cm,B̂ = 50◦, c = 14 cm.

13. a = 22 cm,B̂ = 130◦, c = 17 cm.

14. Â = 105◦, b = 13 cm,c = 15 cm.

15. Â = 35◦, b = 13 cm, Ĉ = 25◦.

16. Â = 47◦, B̂ = 29◦, c = 8 cm.

17. Â = 43◦, B̂ = 75◦, a = 12 cm.

18. a = 20 cm,B̂ = 59◦, Ĉ = 100◦.

In each one of Exercises 19-22 you are asked to solve the triangle△ABC, based on the given
information. Each one of these problems may have two, one, orno solutions! In case of two
solutions, write both of them. Round you answers to the nearest0.001.

19. a = 4 cm,b = 7 cm,Â = 27◦.

20. a = 4 cm,b = 7 cm,Â = 37◦.

21. a = 4 cm,b = 7 cm,Â = 47◦.

22. a = 7 cm,b = 4 cm,Â = 57◦.

In each one of Exercises 23-26 you are asked to find the area of the triangle△ABC, based on
the given information. (Do not solve the triangle!)

23. Â = 35◦, b = 13 cm, Ĉ = 45◦. Round to nearest0.001.

24. Â = 44◦, B̂ = 55◦, c = 10 cm. Round to nearest0.001.
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25. Â = 83◦, B̂ = 65◦, a = 15 cm. Round to nearest0.001.

26. a = 25 cm,B̂ = 29◦, Ĉ = 107◦. Round to nearest0.001.

3.3 Polar Coordinates

In this section we introduce a new way to describe points in the plane, which essentially in-
corporates the key elements (direction and magnitude) of their position vectors in a more efficient
manner, which is very useful especially in navigation and GPS.

One More Look at Vector Direction
We have discussed the notion ofdirection several times in this course. Our last treatment

occurred in Section 3.1, when we agreed to identify this notion with unit vectors. Among all unit
vectors, a particular one is of most importance to us:

−→u0 =

[
1
0

]
.

The main reason we consider this unit vector important is thefact that the coordinates of any vector
−→v =

[
x
y

]
in the plane can be obtained using the dot and skew product with−→u0:

x = −→u0•−→v
y = −→u0∧−→v .

If −→v is non-zero, then using thetrigonometric formulasof the dot and skew product, we know that
these coordinates can also be computed using a certain angle, which from now on will be referred
to using a different name, as follows.

Thestandard direction angleof a non-zero vector−→v =

[
x
y

]
is theunique valueτ in the

interval (−π, π], that satisfies the equalities

x =
∥∥−→v
∥∥ cos τ ,

y =
∥∥−→v
∥∥ sin τ .

Equivalently (see Section 3.1), the angleτ is theturning angle of−→u 0 over−→v .

CLARIFICATION . Any unit vector is completely characterized by its standard direction angle,
because the above formulas force the unit vector to be of the form:

−→u τ =

[
cos τ
sin τ

]
.

(The notation−→u τ is consistent with the one used for the vector−→u 0, sincecos 0 = 1 andsin 0 = 0.)
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Using this notation, saying that an arbitrary non-zero vector−→v hasτ as its standard direction
angle is the same as saying thatthe unit direction vector of−→v coincides with−→u τ . Equivalently,
this is the same as saying that we have the equality:

−→v =
∥∥−→v
∥∥−→u τ . (3.3.1)

If we write our non-zero vector in coordinates−→v =

[
x
y

]
, then its magnitude is, of course,

∥∥−→v
∥∥ =

√
x2 + y2, and its unit direction vector is

−→u =
1∥∥−→v
∥∥
−→v =

1√
x2 + y2

[
x
y

]
=




x√
x2 + y2
y√

x2 + y2


 ,

and then all we are saying can be summarized as follows.

The standard direction angle of a non-zero vector−→v =

[
x
y

]
is the unique valueτ in the

interval (−π, π], that satisfies the equalities:

cos τ =
x√

x2 + y2
,

sin τ =
y√

x2 + y2
.

Using the Vector Angle Formulas from Section 3.1, the standard direction angle can be com-
puted as follows.

Standard Direction Angle Formulas

The standard direction angleτ of anon-zerovector−→v =

[
x
y

]
is given by:

τ = (sign ofy)arccos

(
x√

x2 + y2

)

(We agree that, wheny = 0, the abovesignis +.)

Example 3.3.1.Suppose two ships started from the same point on the map, and they navigated
as follows. Ship 1 traveled300 miles in the N35◦E direction, and ship 2 traveled400 miles in the
S40◦E direction. We wish to find the exact location of ship 2 in relation to ship 1, at the end of
their respective trips.

The situation described in this example is depicted in the figure below, which shows the position

vectors−→v1 =

[
x1
y1

]
and−→v2 =

[
x2
y2

]
of the two ships at the end of their trips.
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35◦

40◦

30
0

m
i

400
m

i

−→
v 1

−→
v 2

P1

P2

−→
v= −→v 2 −−→v 1

Figure 3.3.1

The vector that will give us the location of ship 2 relative toship 1 will be the difference

−→v = −→v2 −−→v1,

so what we need to do is to analyze the vectors−→v 1 and−→v 2, and ultimately compute their coordi-
nates.

When we consider the position vector−→v 1 =

[
x1
y1

]
, we know that

√
x21 + y21 =

∥∥−→v1

∥∥ = 300.

30
0

−→
v 1

35◦

τ1

Figure 3.3.2

Furthermore, by the bearing notation features and the abovediagram, it follows that the standard
direction angleτ1 of the vector−→v 1 is simply given byτ1 = 55◦. Using (3.3.1) it follows that our
vector can be written as

[
x1
y1

]
= −→v1 =

∥∥−→v1

∥∥−→u 55◦ = 300

[
cos 55◦

sin 55◦

]
=

[
300cos 55◦

300sin 55◦

]
.

When we consider the position vector−→v 2 =

[
x2
y2

]
, we know that

√
x22 + y22 =

∥∥−→v 2

∥∥ = 400.
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400

−→
v 2

40◦

τ2

Figure 3.3.3

Furthermore, by the bearing notation features and the abovediagram, it follows that the standard
direction angleτ2 of the vector−→v 2 is simply given byτ2 = −50◦. Using (3.3.1) it follows that our
vector can be written as

[
x2
y2

]
= −→v2 =

∥∥−→v 2

∥∥−→u −50◦ = 400

[
cos (−50◦)
sin (−50◦)

]
=

[
400cos (−50◦)
400sin (−50◦)

]
.

With the vectors−→v 1 and−→v 2 now computed, the vector−→v =

[
x
y

]
will be given by

[
x
y

]
=

[
x2
y2

]
−
[
x1
y1

]
=

[
x2 − x1
y2 − y2

]
=

[
400cos (−50◦)− 300cos 55◦

400sin (−50◦)− 300sin 55◦

]
≃
[

85.04211297
−552.1633905

]
.

−→
v

♥

τ = −81.24431974◦

Figure 3.3.4

The magnitude of the vector−→v is:
∥∥−→v
∥∥ =

√
x2 + y2 ≃

√
85.042112972 + (−552.1633905)2 ≃ 558.6739396.

Sincey < 0, the direction angle of the vector−→v is:

τ = − arccos

(
x√

x2 + y2

)
= − arccos

(
85.04211297

558.6739396

)
≃ −81.24431974◦.
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Since this angle is in the fourth quadrant, the bearing will be of the form S♥E, where♥ ≃
90◦ − 81.24431974◦ ≃ 8.75568026◦. So our conclusion is as follows: the position of ship 2 is
558.6739396 miles away from ship 1, in theS8.75568026◦E direction.

Polar Coordinates
The main consequence of “playing” with direction angles is the fact that, given any pair(x, y)

of real numbers, we can always find an angleτ , such that
{
x = (

√
x2 + y2) cos τ

y = (
√
x2 + y2) sin τ

Furthermore, if(x, y) 6= (0, 0), we also learned that, if demand thatτ be in the interval(−π, π],
thenτ is in fact unique, because it must coincide with thestandard direction angle of the vector[
x
y

]
.

If we do not like vectors, then based on what we learned in Section 2.2, we can also characterize
τ as the unique value in the interval(−π, π] that represents themeasure of a rotation angle in
standard position, that has the pointP (x, y) on its terminal side.

At this point, we would like to loosen some of the above restrictions (and forget about vectors,
as well!) and as a result we introduce the following terminology.

For a pointP (x, y) in the coordinate plane, apolar coordinate representation ofP is an
ordered pair(r, θ) of real numbers, satisfying:

{
x = r cos θ
y = r sin θ

(3.3.2)

CLARIFICATIONS. If our pointP (x, y) is distinct from the origin(0, 0), then we always have
a particular polar coordinate representation of it by setting





r =
√
x2 + y2

θ = τ , the standard direction angle of the vector

[
x
y

]
(3.3.3)

which we refer to as thestandard polar coordinate representation.�
Each point has many polar coordinate representations. Thisis due to the fact that both

cosine and sine functions are periodic with period2π, so if we have a particular polar coordinate
representation(r, θ) of P , then so are all pairs of the form

(r, θ + 2nπ), n integer.

Furthermore, theorigin O, which mathematicians call thepole, has a huge list of polar coor-
dinate representations:r = 0 andθ = anynumber! (More on how non-unique polar coordinate
representations are will be discussed a little later.)

ADDITIONAL CLARIFICATION . Given a polar coordinate pair(r, θ), there are two ways of
locating the pointP represented by it. The easiest way is, of course, to compute the coordinates of
P using the definition (3.3.2).

However, the pointP can also be constructedgeometrically, as follows.
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I. Construct the (unique)rotation angle in standard position, which hasθ as its rotation mea-
sure.

II. Depending on thesign ofr, pick upP as follows.
(A) If r = 0, pick upP to be thepoleO.
(B) If r > 0, pick upP to be the unique point onterminal side, with dist(P ,O) = r.
(C) If r < 0, pick upP to be the unique point onopposite of terminal side, with dist(P ,O) =
−r.

In either case, the distance fromP to the poleO is:

dist(P,O) = |r|. (3.3.4)

The geometricconstruction outlined above is useful only when we need toplot points given
in polar coordinates. When using this construction for plotting points by hand, we use a “polar
graphing” paper, which consists of a grid made up ofcircles centered at the origin, andrays
emanating from the origin, as seen in the Example below.

Example 3.3.2. Consider the following points represented by the followingpolar coordinate

pairs:A
(
5,
π

4

)
, B
(
4,

3π

2

)
, C(−6, 0), D(6, π). Assume we are asked to plot these points (geomet-

rically), as well as to locate them by means of their usualrectangularcoordinates.
For the plotting problem, use the “polar graphing paper” shown below, in which the circles

have integer radii1, 2, 3, . . . , and the rays mark directions that are multiples ofπ
12

:

0, 2π

π
12

π
6

π
4

π
3

5π
12

π
27π

12
2π
3

3π
4

5π
6

11π
12

π

13π
12

7π
6

5π
4

4π
3

17π
12

3π
2

19π
12

5π
3

7π
4

11π
6

23π
12

A

B

C,D

Figure 3.3.5

Geometrically, the pointA sits on the rayθ = π
4

at distance5 from the origin. Similarly, the
pointB sits on the rayθ = 3π

2
– which is nothing else but thenegativey-axis– at distance4 from

the origin. Next, the pointC sits on the rayθ = π – which is nothing else but thenegativex-axis
– at distance6 from the origin. Finally, since the pointD hasr = −6, it sits on the rayopposite to
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the rayθ = 0, at distance6 from the origin. Since the ray the pointD sits on is again thenegative
x-axis, it follows thatD coincides withC.

If one want to located our points in rectangular coordinates, we can directly use formulas
(3.3.2).

(a) The rectangular coordinates of the pointA arex = 5 cos
π

4
=

5√
2

andy = 5 sin
π

4
=

5√
2

.

(b) The rectangular coordinates of the pointB are x = 4 cos
3π

2
= 4 · 0 = 0 and y =

4 sin
3π

2
= 4 · (−1) = −5.

(c) The rectangular coordinates of the pointC (andD) arex = 6 cosπ = 6 · (−1) = −6 and
y = 4 sin π = 6 · 0 = 0.

It is worth pointing out that, the calculations forB andC (andD) are not really necessary, because
their rectangular coordinates can be easily obtained from their geometric construction.

Rectangular-to-Polar Conversion
As we have already seen in Example 3.3.2 above, the process ofconvertingfrom polar to rect-

angular coordinatesis pretty straightforward: we simply use the definition (3.3.2). The remaining
question is then the conversion in reverse: given the pointP (x, y) presented in rectangular coor-
dinates, how do we find all(!) its polar coordinate representations? As we have already seen, this
task is a complicated one, because there are many possible answers.

Rectangular-to-Polar Coordinate Conversion Method

Given a pointP (x, y), in order to find its polar coordinate representations, we proceed as
follows.
I. If P coincides with the pole, that is,x = y = 0, then all its polar coordinate representa-

tions are of the form:r = 0, θ = any number.
II. If P is distinct from the pole, we first find itsstandardpolar coordinate representation

(
√
x2 + y2, τ), given by (3.3.3), and then all polar coordinate representations ofP will

be of the form
(a) (

√
x2 + y2, τ + 2nπ), n integer, or

(b) (−
√
x2 + y2, τ + π + 2nπ), n integer.

In this case, no matter what polar coordinate representation (r, θ) we compute, the fol-
lowing identities always hold:





r2 = x2 + y2

cos θ =
x

r

sin θ =
y

r

(3.3.5)

In particular, whether we are in case I or case II, we always have the equality:

r = ±
√
x2 + y2. (3.3.6)

CLARIFICATIONS. The reason for the matching ofπ with the “−” sign in (b) is the fact that
addingπ changes the sign of both sine and cosine.

The identities (3.3.5) are reminiscent of the well known formulas from Section 2.2, which we
used for computing trigonometric functions in coordinates, with one big addition:the numberr is
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allowed to be negative!

Example 3.3.3.Start with the pointP (−1,
√
3) and let us find all its polar coordinate repre-

sentations(r, θ) with −3π ≤ θ ≤ 3π.
Since the quantity

√
x2 + y2 is needed, no matter what we do, we start with its computation:

√
x2 + y2 =

√
(−1)2 + (

√
3)2 =

√
1 + 3 = 2. (3.3.7)

Next we compute the angleτ from thestandardpolar coordinate representation, which is computed
using the Standard Direction Angle Formulas. Sincey =

√
3 > 0, it follows that

τ = arccos

(
x√

x2 + y2

)
= arccos

(−1
2

)
= π − arccos

(
1

2

)
= π − π

3
=

2π

3
.

Using the above method, we conclude that all polar coordinate representations ofP will be of the
form

(a) r = 2 andθ =
2π

3
+ 2nπ, n integer, or

(b) r = −2 andθ =
2π

3
+ π + 2nπ, n integer.

From the list(a) onlyn = −1, 0, 1 will work; From the list(b) onlyn = −2,−1, 0 will work. This
means that all desired polar coordinate representations ofour pointP (−1,

√
3) are (according to

our two lists):

(a)
(
2,

2π

3
− 2π

)
=
(
2,−4π

3

)
,
(
2,

2π

3

)
,
(
2,

2π

3
+ 2π

)
=
(
2,

8π

3

)
,

(b)
(
−2, 2π

3
+ π − 4π

)
=
(
−2,−7π

3

)
,
(
−2, 2π

3
+ π − 2π

)
=
(
−2,−π

3

)
, and

(
−2, 2π

3
+ π
)
=

(
−2, 5π

3

)
.

Graphs of Polar Equations
Polar coordinates are useful for describing certain curvesby nice and concise equations, which

are of the form:

(left) expression inr andθ = (right) expression inr andθ

which we refer to aspolar equations.
As is the case withgraphs of functions, a particularly useful polar equation is one that looks

like:
r = function ofθ,

which can be easily plotted with the help of a (good) graphingcalculator. However, when a graph-
ing calculator with polar graphing capabilities is not available, certain easy polar equations can also
be graphed by hand, by the plotting points using the geometric technique illustrated in Example
3.3.2.

Example 3.3.4. Suppose we are asked to graph the polar equation

r = 2 + 2cos θ.

When attempting to graph this polar equation by hand, it is a good idea to start off by graphing the
same equation inrectangularcoordinates. Since the function2 + 2cos θ is periodic, with period
2π, it suffices to graph only the part corresponding to the interval [0, 2π]:
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π
6

π
3

π
2

2π
3

5π
6

π 7π
6

4π
3

3π
2

5π
3

7π
6

2π

θ

1

2

3

4

r

Figure 3.3.6

As the above graph suggests, asθ increases from0 to π, the corresponding point on the curve
given in polar coordinatesgets closer and closer to the origin. At θ = 0, the point is4 units away
from the origin; atθ = π/3, the point is3 units away from the origin; atθ = π/2, the point is2
units away from the origin; atθ = 2π/3, the point is1 unit away from the origin; finally, atθ = π,
the point is at the origin. On the other hand, asincreases fromπ to 2π, the corresponding point on
the curve given in polar coordinatesgets further and further away from the origin. Based on these
findings, on “polar graphing paper” our curve will look like:

0, 2π

π
12

π
6

π
4

π
3

5π
12

π
27π

122π
3

3π
4

5π
6

11π
12

π

13π
12

7π
6

5π
4

4π
3 17π

12
3π
2

19π
12

5π
3

7π
4

11π
6

23π
12

Figure 3.3.7

The graph shown above is a special case of aLimaçon. Other “nice” polar equations are given
below.

Example 3.3.5. Below is a list of some interesting polar equations that yield very beautiful
pictures:

(i) Archimede’s Spiral:r = θ.
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Figure 3.3.8

(ii) Limaçons:r = a(k + cos θ), a > 0. The pictures shown below depict the corresponding
graphs for various values ofk.

k = 1 0 < k < 1

k ≥ 2 1 < k < 2

Figure 3.3.9

(iii) Four-leaf clover:r = a cos(2θ), a > 0.
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Figure 3.3.10

(iv) You name this!r = sin(2θ/5)

Figure 3.3.11

◮ You are encouraged to “play” with these graphs, especially with Limaçons, where you
may plug in other values fork, including negative values. You may also replacecos with − cos,
sin, or− sin. More examples of Limaçons appear in Exercises 4-10.

The whole point about using polar equations is this: Although it is possible to write equations
in rectangular coordinatesfor curves such as those given in the above Example, they willbe
extremely complicated! On the other hand, their polar equations are particularly nice, and they
allow us to gather some geometric information quite effectively.

However, there are curves for whichbothpolar equations and rectangular coordinate equations
are not too complicated, in which case switching from one form to another can benefit us. Among
such curves, we recognize some familiar ones, such as lines and (certain) circles. When we wish
to convert equations from one format to another, we should always use the following general
principles.
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A. Rectangular-to-Polar Equation Conversion: To convert from an equation inx andy
to a polar equation, we simply replacex = r cos θ andy = r sin θ.
B. Polar-to-Rectangular Equation Conversion:To convert a polar equation to an equation
in x andy, do the following (in this order!):

(i) Replace every occurrence ofcos θ with
x

r
, and every occurrence ofsin θ with

y

r
. If these

replacements eliminateθ, the resulting equation is an equation inx, y andr only.
(ii) Simplify the equation, then replace every occurrence of r2 by x2 + y2. If r has not been

eliminated, replace it with±
√
x2 + y2.

C. Decide Pole Status:For either conversion, when handling equations, make sure you
analyze the case whenr = 0, which represents the pole (that is, the origin). Make sure you
decide whether the pole is or is not a point on the given curve.

Example 3.3.6.Suppose we want to find the polar equation of the line

3x− 4y = 5.

Upon replacingx = r cos θ andy = r sin θ, we can write our equation in the form

3r cos θ − 4r sin θ = 5,

which we can factor as
r(3 cos θ − 4 sin θ) = 5. (3.3.8)

We may think then of dividing to get

r =
5

3 cos θ − 4 sin θ
.

Is this safe? The only issue we have to be concerned with is whether this transformation looses
some points. All we have to observe here is the fact that (3.3.8) clearly excludes the possibility
that

3 cos θ − 4 sin θ = 0,

so dividing by3 cos θ − 4 sin θ is indeed safe, that is, it will not “loose” any points.

Example 3.3.7.Suppose we want to rectangular equation of

r = 6 cos θ + 14 sin θ.

We start off by replacingcos θ =
x

r
, andsin θ =

y

r
, so our new equation will be

r =
6x

r
+

14y

r
, (3.3.9)

which we can re-write as:

r =
6x+ 14y

r
. (3.3.10)

We can cross-multiply to get:
r2 = 6x+ 14y, (3.3.11)
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which finally becomes (by replacingr2 = x2 + y2):

x2 + y2 = 6x+ 14y. (3.3.12)

Have we been careless here? Well, when we made our first replacement, which lead us to (3.3.9)
we were assuming thatr 6= 0, which means that we “lost” the pole, that is the origin, which has
coordinatesx = y = 0. However, when we look at the final equation (3.3.12), we see that the pole
is “taken care of,” becausex = y = 0 do satisfy (3.3.12).

Exercises

1. A ship leaves portA and must reach portB, which is located 1000 miles fromA in the
S70◦E direction. In order to avoid a hurricane, the ship started by sailing 600 miles in the
N50◦E direction, reaching pointC.

600 mi

1000 mi

A

C

B

50◦

70◦

??
m

i

??◦

Figure 3.3.12

How far is the ship from the destination portB? In what direction must the ship sail from
pointC in order to reach its destination?

2. A tornado was spotted10 miles north-east of townA, and is moving in the S70◦E direction
at40 miles per hour. Suppose townB is located30 miles east ofA.

70◦

45◦

A B

T

?? mi

Figure 3.3.13

How close will be the tornado from townB in half an hour? (Here north-east means of
course the N45◦E direction.)

3. Suppose we are in the desert and we drive50 miles in the N30◦E direction (and reach point
A), then we drive60 miles in the S30◦E direction (and reach pointB), and continue30 miles
in the N20◦W direction (and reach pointC).
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H (home)

A

B

C

50
m

i
60

m
i

30
m

i30◦

30◦

20◦

??◦?? mi

Figure 3.3.14

How far are we from home (our starting point)? In what direction do we need to drive to get
home?

In each one of Exercises 4-10 you are given a polar equation ofthe form

r = f(θ),

and as in Example 3.3.4, you are asked to do the following.

(i) Complete a table of values for the functionf , for θ of the form
mπ

6
, m = 0, 1, 2, . . . , 12.

(Use a calculator.)
(ii) Sketch the graph ofr = f(t) in normal coordinates.

(iii) Using the above information as a guide, plot the pointsgiven in (i) geometrically on a
“polar graphing paper,” then sketch the entire graph. You can transfer the picture from
your graphing calculator.

All these equations represent the so-calledlimaçons. Compare your graphs to the models given in
Example 3.3.5.(i).

4. r = 1 + cos θ.

5. r = 1− cos θ.

6. r = 2 + 2sin θ.

7. r = 1− sin θ.

8. r = 1 + 2cos θ.

9. r = 3 + 2cos θ.



186 3.3. POLAR COORDINATES

10. r = 4 + cos θ.

11. Find all polar coordinate representations(r, θ) of the pointA(−2, 0) with −4π ≤ θ ≤ 4π.
Useexactvalues.

12. Find all polar coordinate representations(r, θ) of the pointB(−2, 2) with −2π ≤ θ ≤ 2π.
Useexactvalues.

13. Find all polar coordinate representations(r, θ) of the pointP (−2,−2) with−3π ≤ θ ≤ 3π.
Useexactvalues.

In Exercises 14-18 you are asked to find the polar equation of the curve, given its rectangular
coordinate equation. Whenever possible, write the polar equation in the form

r = f(θ),

14. x2 + y2 = 16

15. x2 = y2 − y.

16. 3x− 7y = 10.

17. y = 4x2.

18. x = 4y2.

In Exercises 19-24 you are asked to find the rectangular coordinate equation of the curve, given
its polar equation.

19. r = cos θ

20. r = 3 sin θ.

21. r = 4 cos θ − 5 sin θ.

22. r =
1

cos θ + 3 sin θ
.

23. r sec θ = 2.

24. r(cos θ − 2r sin2 θ) = 1.



Chapter 4

Trigonometry for Combinations of Angles

In this Chapter we learn how to handle combinations of angles, such as sums, differences,
doubles and halves.

4.1 Sums and Differences of Angles

In this section we introduce several key formulas that allowus to compute the trigonometric
functions of the sum and the difference of two angles.�

Before you begin this section, please read Appendix B, whichreviewsmatrix arithmetic.

The Angle Difference Formulas for Sine and Cosine

The easiest way to compute the trigonometric functions of anangle differenceα−β is to realize
it as aturning angle, which can be done as follows:

Up to a multiple of2π, the differenceα−β coincides with theturning angle of the unit vector
−→u β =

[
cos β
sin β

]
over the unit vector−→u α =

[
cosα
sinα

]
.

CLARIFICATION . If τ denotes the turning angle of−→u β over−→u α, then the vector−→u α is obtained
by τ -rotating the vector−→u β. At the same time, if we rotate−→u β by the angleα−β, we get the same
vector−→u α. So theτ -rotation and the(α−β)-rotation transformations are the same(!), thus13 τ and
α−β differ by a multiple of2π.

Using the turning angle formulas from Section 3.1, combinedwith the fact that
∥∥−→u α

∥∥ =∥∥−→u β

∥∥ = 1, we get the formulas:

cos(α−β) = −→u β•−→u α (4.1.1)

sin(α−β) = −→u β∧−→u α (4.1.2)

When we use the dot and skew product formulas in coordinates,the above equalities yield:

13 We can also think this fact as a statement about two rotation angles (both having−→u β as theirinitial sides), which
arecoterminal.

187
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The Angle Difference Formulas for Cosine and Sine

cos(α−β) = cosαcos β+sinαsin β; (4.1.3)

sin(α−β) = sinαcos β−cosαsin β; (4.1.4)�
As we see, the cosine and sine of a difference of two angles aregiven by complicated

formulas. Equalities like “cos(α − β) = cos α − cos β” or “ sin(α − β) = sin α − sin β” are
WRONG! (They are what we callfalse identities!)

CLARIFICATION . What we see from (4.1.3) and (4.1.4) is that:in order to be able to compute
the trigonometric functions of an angle differenceα−β, we need to knowall four values ofcosα,
sinα, cos β, andsin β.

Example 4.1.1. Suppose we are given the following information:

(a) α is in Quadrant III, and hastan α =
3

4
.

(b) β is in Quadrant II, and hassin β =
12

13
.

Given this information, we wish to find sine and cosine ofα − β, as well as the quadrant where
α− β sits in.

Based on the Clarification above, our “wish list” is:

cosα = ? sinα = ?

cos β = ? sin β =
12

13
.

We will fill in our “wish list” using the techniques introduced in Section 2.2. (When we first dealt
with these type problems, we learned of two techniques: the algebraic method and the coordinate
method. For the benefit of the reader, we will illustrate both.)

To find sine and cosine ofα, we use the coordinate method. We buildα as an angle in standard
position, and we pick a pointP (x, y) on the terminal side ofα, which we know that must satisfy
y

x
= tan α. Based on the given information onα, a correct choice would bex = −4 andy = −3,

which will then give usr =
√
x2 + y2 =

√
(−4)2 + (−3)2 =

√
16 + 9 =

√
25 = 5, from which

we quickly get:cosα =
x

r
= −4

5
andsinα =

y

r
= −3

5
.

As for β, we already have its sine, so we can use the algebraic method for finding its cosine:

cos β = ±
√

1− sin2β = ±
√

1−
(
12

13

)2

= ±
√
1− 144

169
= ±

√
169

169
− 144

169
=

= ±
√

169− 144

169
= ±

√
25

169
= ± 5

13
.

Sinceβ is in Quadrant II, where cosine isnegative, the correct value is:cos β = − 5

13
.

If we go back to our “wish list,” we now have all we need:

cosα = −4
5

sinα = −3
5

cos β = − 5

13
sin β =

12

13
,
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so using the angle difference formulas we can compute:

cos(α−β) = cosα cos β + sinα sin β =

(
−4
5

)(
− 5

13

)
+

(
−3
5

)(
12

13

)
=

=
20

65
− 36

65
=

20− 36

65
= −16

65
;

sin(α−β) = sinα cos β − cosα sin β =

(
−3
5

)(
− 5

13

)
−
(
−4
5

)(
12

13

)
=

=
15

65
+

48

65
=

15 + 48

65
=

63

65
.

Since bothcos(α−β) andsin(α−β) arenegative, it follows thatα−β is in Quadrant III.

The Angle Sum Formulas for Sine and Cosine
Based on the Angle Difference Formulas, we can also deal withsums. After all, we can always

write α+β = α−(−β). Using theformulas for negatives, we know thatcos(−β) = cos β and
sin(−β) = −sin β, and therefore, the cosine and sine of the sum are given by:

The Angle Sum Formulas for Sine and Cosine

cos(α+β) = cosαcos β−sinαsin β; (4.1.5)

sin(α+β) = sinαcos β+cosαsin β; (4.1.6)

Example 4.1.2. Suppose we want to compute the cosine and sine of the angle

ψ = arcsin

(
8

17

)
+ arccos

(
−24
25

)
,

and find the quadrantψ sits in.

We start off by naming the first anglearcsin

(
8

17

)
= α, and the second anglearccos

(
−24
25

)
=

β, so the angle we are interested in isψ = α + β.
Using the formulas from Section 2.6 (see Trigonometric Functions of Inverses), we can quickly

compute:

sinα = sin

[
arcsin

(
8

17

)]
=

8

17
;

cosα = cos

[
arcsin

(
8

17

)]
=

√
1−

(
8

17

)2

=

√
1− 64

289
=

√
225

289
=

15

17
;

cos β = cos

[
arccos

(
−24
25

)]
= −24

25
;

sin β = sin

[
arccos

(
−24
25

)]
=

√
1−

(
−24
25

)2

=

√
1− 576

625
=

√
49

625
=

7

25
.
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With our “wish list” filled, using the angle sum formulas we can compute:

cosψ = cos(α+β) = cosα cos β − sinα sin β =

(
15

17

)(
−24
25

)
−
(

8

17

)(
7

25

)
=

= −360
425
− 56

425
=
−360− 56

425
= −416

425
;

sinψ = sin(α+β) = sinα cos β + cosα sin β =

(
8

17

)(
−24
25

)
+

(
15

17

)(
7

25

)
=

= −192
425

+
105

425
=
−192 + 105

425
= − 87

425
.

Since bothcosψ andsinψ arenegative, it follows thatψ is in Quadrant III.

(Optional) Rotation Matrices
There is a neat way to memorize the angle sum formulas, which employsrotation matrices,

which we have already encountered several times (see Sections 2.1, 2.2, and 3.1). These special
matrices are those of the form:

Rτ =

[
cos τ −sin τ
sin τ cos τ

]
. (4.1.7)

Their main feature, upon which everything learned about trigonometric functions builds, is the
following.

Rotation Principle

Given a rotation measureτ , the vector obtained by applying aτ -rotation to a vector−→v =[
x
y

]
is given by the product:

Rτ
−→v =

[
cos τ −sin τ
sin τ cos τ

]
·
[
x
y

]
=

[
xcos τ − ysin τ
xsin τ + ycos τ

]
.

In particular, the unit vector−→u τ =

[
cos τ
sin τ

]
, which represents thefirst column of the

rotation matrixRτ , and is given by−→u τ = Rτ
−→u 0, is the result of applying aτ -rotation to

the vector−→u 0 =

[
1
0

]
.

Sinceapplying a rotationis the same asmultiplying by a rotation matrix, we clearly see that
rotation matrices obey the following important rule.

Product Rule for Rotation Matrices

The product of two rotation matrices is again a rotation matrix, namely

Rα+β = Rα ·Rβ. (4.1.8)

When we write down the Product Rule (4.1.8) explicitly (by identifying the coefficients of all
three matrices involved in it), we get:

[
cos(α+β) −sin(α+β)
sin(α+β) cos(α+β)

]
=

[
cosα −sinα
sinα cosα

]
·
[
cos β −sin β
sin β cos β

]
(4.1.9)
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When we take a closer look at the matrix productRα ·Rβ that appears in the right-hand side
of (4.1.9), especially to the entries that sit in the first column ofRα ·Rβ, we get exactly formulas
(4.1.5) and (4.1.6).

Application: Expressions of the FormE(x) = a cos kx + b sin kx

Using the Angle Difference Formula for Cosine, there is a neat way to simplify expressions of
the form:

E(x) = acos kx+ bsin kx.

The main idea is to make such expressions match the cosine of adifference. Of course, this is only
possible, if we divide by

√
a2 + b2, so a better expression we should first consider is:

a√
a2 + b2

cos kx+
b√

a2 + b2
sin kx.

We know, from Section 3.3, that we can always find an angleτ , such that




cos τ =
a√

a2 + b2

sin τ =
b√

a2 + b2

for instance we can takeτ to bestandard direction angle of the vector−→v =

[
a
b

]
, which is given

by the formula:

τ = (sign ofb) arccos

(
a√

a2 + b2

)
. (4.1.10)

(As in Section 3.1, we agree that whenb = 0, the abovesignis +.) With this choice ofτ , we can
write

a√
a2 + b2

cos kx+
b√

a2 + b2
sin kx = cos kx cos τ + sin kx cos τ = cos(kx− τ),

so the original expression we wanted to simplify can now be written as follows.

With τ is given by (4.1.10), the expressionE(x) = acos kx+ bsin kx can also be presented
as:

E(x) = acos kx+ bsin kx =
√
a2 + b2 cos(kx− τ ). (4.1.11)

Example 4.1.3. Suppose we are given the functionf(x) = 3cos 5x − 2sin 5x, and we are
asked to find its maximum value, as well as thex-values wheref(x) attains its maximum.

The idea is to re-writef(x) as in (4.1.11). We start off by identifying the coefficients:a = 3,
b = −2. For future use, we also compute at this time the value:

√
a2 + b2 =

√
32 + (−2)2 =

√
13.

Sinceb is negative, the angleτ given by (4.1.10) is:

τ = − arccos

(
a√

a2 + b2

)
= − arccos

(
3√
13

)
.
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We defer the calculation ofτ until later. However, for the record, we point point that, byconstruc-

tion (remember thatτ is a standard direction angle of the vector

[
a
b

]
=

[
3
−2

]
) we already

know that

−π ≤ τ ≤ π. (4.1.12)

With τ more-or-less in hand, using (4.1.11) we can now write our given function as

f(x) =
√
13 cos(5x− τ ). (4.1.13)

With this alternative presentation off(x), it is now clear that its maximum value is
√
13. Further-

more, thex-values where this maximum is attained are the solutions of the equation

cos(5x− τ) = 1.

Using the substitution5x − τ = y, this equation becomescos y = 1, and all its solutions are14

y = 2nπ, n integer, so when we go back to the substitution, we get5x − τ = 2nπ, which yields
5x = τ + 2nπ, thus thex-values wheref(x) attains its maximum value (

√
13) are:

x =
τ

5
+

2nπ

5
, n integer. (4.1.14)

It should be pointed out here that, when we plug inn = 0, we get the special value

x =
τ

5
≃ −.117600521,

which is the closestx-value to zero, at whichf(x) attains its maximum value (
√
13). This is due

to the fact that, by dividing all sides in (4.1.12) by5, it follows that
τ

5
is in the interval

[
− π

5
,
π

5

]
,

so adding any non-zero multiple of
2π

5
will result in a number outside this interval.

Using presentations like (4.1.11), we can also develop a method for solving equations of the
form

acos kx+ bsin kx = c. (4.1.15)

Assume botha andb are non-zero. If we setτ to be given by (4.1.10), then the solutions of
the equation (4.1.15) are as follows.

I. If c >
√
a2 + b2, or c < −

√
a2 + b2, then there are no solutions.

14 There is no need to use arccos for this equation!We know that the solutions are the “peaks” of cosine!
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II. If c =
√
a2 + b2, then the solutions are:

x =
1

k

[
τ + 2nπ

]
, n integer.

III. If c = −
√
a2 + b2, then the solutions are:

x =
1

k

[
τ + π + 2nπ

]
, n integer.

III. If −
√
a2 + b2 < c <

√
a2 + b2, then the solutions are:

x =
1

k

[
τ ± arccos

(
c√

a2 + b2

)
+ 2nπ

]
, n integer.

CLARIFICATION . With τ given by (4.1.10), the equation (4.1.15) is equivalent to:

cos(kx− τ) = c√
a2 + b2

,

which after the substitutionkx− τ = u becomes

cos u =
c√

a2 + b2
.

Depending of the four possibilities listed, we immediatelyget:

I. If
c√

a2 + b2
> 1, or

c√
a2 + b2

< −1, then there are no solutions.

II. If
c√

a2 + b2
= 1, then:

u = 2nπ, n integer.

III. If
c√

a2 + b2
= −1, then:

u = π + 2nπ, n integer.

III. If −1 < c√
a2 + b2

< 1, then:

u = ± arccos

(
c√

a2 + b2

)
+ 2nπ, n integer.

Going back to the substitution, we clearly havekx = τ + u, and then all the given formulas are
clear, by dividing everything byk.

Example 4.1.4.Let us solve the equationcos 3t + sin 3t = 1.

Our angleτ can be easily guessed here. Sincea = b = 1, we clearly haveτ =
π

4
, so we can

write

cos t+sin t =
√
2

[
1√
2
cos 3t+

1√
2
sin 3t

]
=
√
2
[
cos 3t cos

π

4
+ sin 3t sin

π

4

]
=
√
2 cos

(
3t− π

4

)
.
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Our equation becomes
√
2 cos

(
3t− π

4

)
= 1, which can be rewritten as

cos
(
3t− π

4

)
=

1√
2
.

Using the substitution3t− π

4
= u, this equation reduces to

cos u =
1√
2
,

which yields:u = ±arccos
(

1√
2

)
+2nπ = ±π

4
+2nπ, n integer. Going back to our substitution,

we now get

3t− π

4
= ± π

4
+ 2nπ,

so when we add
π

4
to both sides we get

3t =
π

4
± π

4
+ 2nπ,

which after dividing everything by3 yields

t =
1

3

(π
4
± π

4
+ 2nπ

)
, n integer.

If we wish, we can break these solutions into two lists:

(a) t =
1

3

(π
4
+
π

4
+ 2nπ

)
=
π

6
+

2nπ

3
, n integer;

(b) t =
1

3

(π
4
− π

4
+ 2nπ

)
=

2nπ

3
, n integer.

Example 4.1.5. Suppose we are asked to find all solutions of the equation

2 cos 2x+ sin 2x = 1,

that are in the interval[−π, π].
We will transform the left-hand side of our equation in a manner similar to what we did in

Example 4.1.3. We start off by identifying the coefficients:a = 2, b = 1. For future use, we also
compute at this time the value:

√
a2 + b2 =

√
22 + 12 =

√
5.

Sinceb is positive, the angleτ given by (4.1.10) is:

τ = arccos

(
a√

a2 + b2

)
= arccos

(
2√
5

)
.

We defer the calculation ofτ until later. Withτ more-or-less in hand, using (4.1.11) we can now
write 2cos 2x + sin 2x =

√
5 cos(2x− τ ), so now our equation becomes:

√
5 cos(2x− τ) = 1,

which we can also write as:

cos(2x− τ) = 1√
5
.
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Using the substitution2x− τ = w, our equation reads:

cosw =
1√
5
,

which has as its solutions:

w = ± arccos

(
1√
5

)
+ 2nπ, n integer.

As we did withτ , we will defer the calculation ofarccos

(
1√
5

)
. Let us just give it a name for

now: call it φ. If we go back to our substitution, we get2x − τ = ± φ + 2nπ, which yields
2x = τ ± φ+ 2nπ, and then we get:

x =
1

2
[τ ± φ+ 2nπ] =

τ ± φ
2

+ nπ, n integer.

We can now start our computations, and split the solutions into the following two lists (depending
on the± sign):

(a) x =
τ + φ

2
+ nπ ≃ 0.785398163 + nπ, n integer. From this list, it is clear that only the

values given byn = 0 andn = −1 will yield numbers in[−π, π]:

x1 ≃ 0.785398163;

x2 ≃ 0.785398163− π ≃ −2.35619449.

(b) x =
τ − φ
2

+ nπ ≃ −0.321750054 + nπ, n integer. From this list, it is clear that only the

values given byn = 0 andn = 1 will yield numbers in[−π, π]:

x3 ≃ −0.321750054;
x4 ≃ −0.321750054 + π ≃ 2.819842099.

The Tangent Formulas
If we pay special attention to the Angle Sum Formulas, we see that we can write

tan(α+β) =
sin(α+β)

cos(α+β)
=

sinα cos β + cosα sin β

cosα cos β − sinα sin β
. (4.1.16)

We can push this a little bit by force-factoringcosα cos β both upstairs and downstairs, so we can
write

Numerator= cosα cos β

[
sinα cos β

cosα cos β
+

cosα sin β

cosα cos β

]
= cosα cos β [tanα + tan β] ;

Denominator= cosα cos β

[
cosα cos β

cosα cos β
− sinα sin β

cosα cos β

]
= cosα cos β [1− tanα tanβ] .

This way, going back to (4.1.16), we arrive to the following two interesting formulas (the one for
differences is obtained the same way):
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Angle Sum/Difference Formulas for Tangent

tan(α+β) =
tanα+tan β

1−tanα tanβ
;

tan(α−β) = tanα−tan β
1+tanα tan β

.

What is nice about these two formulas is the fact that, if we only want to know tangent of a
sum or a difference of two angles, we do not need all four values of sines and cosines.

Example 4.1.6. Suppose we want to computetan [arctan(10) + arctan(7)]. If we set up
arctan(10) = α andarctan(7) = β, thentanα = 10 and tanβ = 7, so we can immediately
compute

tan [arctan(10) + arctan(7)] = tan(α + β) =
tanα + tanβ

1− tanα tan β
=

10 + 7

1− 10 · 7 = −17
69
.

In this particular example, we can also locate the quadrant of α + β, as follows. We know that,

since bothα andβ are in
(
− π

2
,
π

2

)
and their tangents are positive, these two angles belong in fact

to the interval
(
0,
π

2

)
, thus0 < α, β <

π

2
, so if we add them, we get0 < α+ β < π, soα+ β can

only be in Quadrant I or II. Sincetan(α+ β) is negative, it follows thatα+ β is in Quandrant II.

Exercises
In Exercises 1-8 you are asked to prove several well known identities, using the addition and

subtraction formulas.

1. sin
(
t+

π

2

)
= cos t.

2. sin
(
t− π

2

)
= − cos t.

3. cos
(
t+

π

2

)
= − sin t.

4. cos
(
t− π

2

)
= sin t.

5. sin(t + π) = − sin t.

6. sin(t− π) = − sin t.

7. cos(t + π) = − cos t.

8. cos(t− π) = − cos t.
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In Exercises 9-13 you are asked to find theexactvalues of sine, cosine, and tangent, for several
angles, denoted byα, that can be easily computed out of the “familiar” angles30◦, 45◦, 60◦ and90◦.

For instance, the exact value ofcos 75◦ is: cos 30◦ cos 45◦− sin 30◦ sin 45◦ =

√
3

2
· 1√

2
− 1

2
· 1√

2
=

√
3− 1

2
√
2

.

9. α = 75◦. (Above we found cosine; find also sine and tangent.)

10. α = 15◦.

11. α = 105◦.

12. α = 165◦.

13. α = 195◦.

In Exercises 14-17 you are asked to find theexactvalues of sine, cosine, and tangent, for a sum
or difference of two angles, based on some information.

14. Givenα in Quadrant II, withsinα =
3

5
, andβ in Quadrant III, withtanβ =

12

5
, find sine,

cosine and tangent of the angleγ = α+ β, as well as the quadrant ofγ.

15. Same problem as above, except thatγ = α− β.

16. Givenα, β in Quadrant II, withtanα = − 7

24
, andcot β = − 8

15
, find sine, cosine and

tangent of the angleγ = α + β, as well as the quadrant ofγ.

17. Same problem as above, except thatγ = α− β.

18. Find the exact value ofsin

[
arcsin

(
1

2

)
+ arcsin

(√
2

2

)]
.

19. Find the exact value ofsin

[
arcsin

(
1

3

)
− arccos

(
−2
3

)]
.

20. Find the exact value ofcos

[
arcsin

(
−3
5

)
+ arctan

(
−12
13

)]
.

21. Find the exact value oftan [arctan(5) + arctan(−2)].

22. Find the exact value oftan

[
arctan(4)− arctan

(
1

4

)]
.

23. Find all solutions of the equationcos t +
√
3 sin t = 1. Useexactvalue.

24. Find all solutions of the equationcos t−
√
3 sin t = −1. Useexactvalue.
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25. Find all solutions of the equationcos t + sin t =
1√
2

. Useexactvalue.

26. Find all solutions of the equation− cos t + sin t =
1√
2

. Useexactvalue.

4.2 Multiples of Angles

In this section we use the Angle Addition and Subtraction Formulas to obtain several formulas
that are very useful for computing multiples and fractions of angles.

The Double Angle Formulas
The formulas for double angles are obtained by specializingthe Angle Addition Formulas

sin(α+β) = sinαcos β+cosαsin β, (4.2.1)

cos(α+β) = cosαcos β−sinαsin β, (4.2.2)

tan(α+β) =
tanα+tan β

1−tanα tanβ
, (4.2.3)

to the case whenβ = α. The package below summarizes all the possible versions of the resulting
identities.

Double Angle Formulas

sin 2α = 2 sinα cosα =
2 tanα

1 + tan2α
(4.2.4)

cos 2α = cos2α−sin2α = 2 cos2α−1 = 1− 2 sin2α =
1−tan2α

1 + tan2α
(4.2.5)

tan 2α =
2 tanα

1−tan2α
(4.2.6)

CLARIFICATIONS. The first equalities in (4.2.4), (4.2.5) and (4.2.6) followdirectly from the
Angle Addition Formulas (4.2.1), (4.2.2) and (4.2.3) shownabove.

The second and third equalities in (4.2.5) follow by replacing sin2α = 1− cos2α, or replacing
cos2α = 1− sin2α.

As for the third equalities in (4.2.4) and (4.2.5), they follow from the identity
1

1 + tan2α
=

1

sec2α
= cos2α, so if we compute the final right-hand sides of both (4.2.5) and (4.2.6), we get

2 tanα

1 + tan2α
= 2 tanα · 1

1 + tan2α
=

2 sinα

cosα
· cos2α = 2 sinα cosα = sin 2α;

1− tan2α

1 + tan2α
= (1− tan2α) · 1

1 + tan2α
=

(
1− sin2α

cos2α

)
· cos2α = cos2α− sin2α = cos 2α.

ADDITIONAL CLARIFICATIONS. What we see from (4.2.5), (4.2.4) and (4.2.6) is that, in order
to be able to compute the trigonometric functions of a doubleangle2α, then depending on what
function we need to compute, we need to complete one of the following “wish lists”
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(A) Find tanα: this will easily give usall trigonometric functions of the double angle2α.
(B) If we only want to computecos 2α, thenoneof the valuessinα or cosα suffices.
(C) If need to findsin 2α, then as an alternative to (A), we may also use the first equality in

(4.2.4), if we knowbothsinα andcosα.

Example 4.2.1. Suppose we know thatα is an angle in Quadrant III withcosα = − 5

13
, and

we are asked to compute sine and cosine of2α, as well as the quadrant2α sits in.
The cosine of2α can be easily computed solely out ofcosα, using (4.2.5):

cos 2α = 2cos2α− 1 = 2

(
− 5

13

)2

− 1 = 2 · 25
169
− 1 =

50

169
− 169

169
= −119

169
.

As for the sine of2α, we either needtanα, or sinα. Of course, knowing one of these values will
give us the other one, so it is up to us to decide which one we want to compute. We opt here to
compute the sine:

sinα = ±
√
1− cos2α = ±

√
1−

(
− 5

13

)2

= ±
√

1− 25

169
=

= ±
√

169

169
− 25

169
= ±

√
144

169
= ±12

13
.

Sinceα is in Quadrant III, it follows thatsinα is negative, so the correct value is:sinα = −12
13

,

and then using the first formula from (4.2.4), we get:

sin 2α = 2 sinα cosα = 2

(
−12
13

)(
− 5

13

)
=

120

169
.

Sincecos 2α is negative, andsin 2α is positive, it follows that2α is in Quadrant II.

Example 4.2.2. Suppose we know thattanα = −2, and we are asked to compute sine and
cosine of2α, as well as the quadrant2α sits in. (Notice that we are not given any information
about the Quadrant ofα!)

In this case, our knowledge oftanα allows us to compute both sine and cosine of2α directly:

sin 2α =
2 tanα

1 + tan2α
=

2(−2)
1 + (−2)2 =

−4
1 + 4

= −4
5
;

cos 2α =
1−tan2α

1 + tan2α

1− (−2)2
1 + (−2)2 =

1− 4

1 + 4
= −3

5
.

Since bothsin 2α andcos 2α arenegative, it follows that2α is in Quadrant III.

The Triple Angle Formulas
The Double Angle Formulas can be combined with the Angle Addition Formulas to yield the

following interesting formulas for triple angles.
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Triple Angle Formulas

sin 3α = 3 sinα− 4 sin3 α (4.2.7)
cos 3α = 4 cos3α− 3 sinα (4.2.8)

tan 3α =
3 tanα− tan3α

1− 3 tan2α
(4.2.9)

CLARIFICATION . Formula (4.2.7) follows from (4.2.1), (4.2.4) and (4.2.5):

sin 3α = sin(2α+ α) = sin 2α cosα + cos 2α sinα =

= 2 sinα cos2 α+ (1− 2 sin2α) sinα =

= 2 sinα (1− sin2 α) + (1− 2 sin2α) sinα =

= 2 sinα− 2sin3 α + sinα− 2 sin3α =

= 3 sinα− 4 sin3α.

Formula (4.2.8) follows from (4.2.2), (4.2.4) and (4.2.5):

cos 3α = cos(2α+ α) = cos 2α cosα− sin 2α sinα =

= (2 cos2α− 1) cosα− 2 sin2 α cosα =

= 2 cos3 α− cosα)− 2(1− cos2α) cosα =

= 2 cos3 α− cosα)− 2 cosα + 2 cos3α =

= 4 cos3 α− 3 cosα.

Formula (4.2.9) follows from (4.2.3) and (4.2.6):

tan 3α = tan(2α+ α) =
tan 2α+ tanα

1− tan 2α · tanα =

2 tanα

1− tan2α
+ tanα

1− 2 tanα

1− tan2α
· tanα

=

=

2 tanα

1− tan2α
+

tanα(1− tan2α)

1− tan2α
1− tan2α

1− tan2α
− 2 tan2 α

1− tan2α

=

3 tanα− tan3α

1− tan2α
1− 3 tan2α

1− tan2α

=

=
3 tanα− tan3α

1− tan2α
· 1− tan2α

1− 3 tan2α
=

3 tanα− tan3α

1− 3 tan2α
.

Below is a very interesting application of the Triple Angle Formulas, which illustrates how we
can use them to obtain theexactvalues of a new angle.

Example 4.2.3.Consider the angleα = 36◦ =
π

5
angle. Since3α + 2α = 5α = 180◦ = π, it

follows thatcos 3α = cos(π − 2α) = − cos 2α, that is,

cos 3α + cos 2α = 0, (4.2.10)

so if we letcosα = x, the using (4.2.8) and (4.2.5), then the equality (4.2.10) reads:

4x3 − 3x+ 2x2 − 1 = 0. (4.2.11)
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Since we also have3·3π
5
+2·3π

5
= 3π, it follows that the angleα =

3π

5
(= 108◦) satisfiescos 3α =

cos(3π − 2α) = cos(π − 2α) = − cos 2α, soα also satisfies (4.2.10). Clearly,α = π(= 180◦)
also satisfies (4.2.10), so the valuesx1 = cos 36◦, x2 = cos 108◦ andx3 = cos 180◦ = −1 areall
the solutionsof the cubic equation. (4.2.11). This means that the polynomial on the left-hand side
of (4.2.11) factors as

4x3 − 3x+ 2x2 − 1 = 4(x− cos 36◦)(x− cos 108◦)(x+1),

which means that

(x− cos 36◦)(x− cos 108◦) =
4x3 − 3x+ 2x2 − 1

x+ 1
= 4x2 − 2x− 1.

This means that the numberscos 36◦ andcos 108◦ are precisely the two solutions of the quadratic
equation

4x2 − 2x− 1 = 0.

The two solutions of these equations are easily obtained using the Quadratic Formula:

x =
2±

√
(−2)−4(4)(−1)
2 · 4 =

2±
√
20

8
=

2± 2
√
5

8
=

2(1±
√
5)

8
=

1±
√
5

4
.

Sincex1 = cos 36◦ > 0 andx2 = cos 108◦ < 0, it follows that the correct way to match these val-

ues with the above solutions is:x1 =
1 +
√
5

4
andx2 =

1−
√
5

4
. Sincesin 36◦ =

√
1− cos2 36◦,

the two exact values we are interested in are:




cos 36◦ =
1 +
√
5

4

sin 36◦ =

√√√√1−
(
1 +
√
5

4

)2

=

√
10− 2

√
5

4

The Half Angle Formulas
We now take another look at the Double Angle Formulas, especially at the last equality in

(4.2.4) and the second through fourth equalities in (4.2.5).
For instance, if we consider the second and the third equalities in (4.2.5), they give us the

equalities
2 cos2α = 1 + cos 2α and2 sin2α = 1− cos 2α,

which allow us to conclude that:

cos2α =
1 + cos 2α

2
; (4.2.12)

sin2α =
1− cos 2α

2
. (4.2.13)
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Another “game we can play” is to compute the two numerators inright-hand sides in (4.2.12)
and (4.2.13) using the last equality in (4.2.5):

1 + cos 2α = 1 +
1− tan2α

1 + tan2α
=

1 + tan2α

1 + tan2α
+

1− tan2α

1 + tan2α
=

2

1 + tan2α
; (4.2.14)

1− cos 2α = 1− 1− tan2α

1 + tan2α
=

1 + tan2α

1 + tan2α
− 1− tan2α

1 + tan2α
=

2tan2α

1 + tan2α
; . (4.2.15)

When we combine these two identities with the last equality in (4.2.4), we obtain

sin 2α

1 + cos 2α
=

2 tanα

1 + tan2α
2

1 + tan2α

=
2 tanα

1 + tan2α
· 1 + tan2α

2
= tanα; (4.2.16)

1− cos 2α

sin 2α
=

2 tan2α

1 + tan2α
2 tanα

1 + tan2α

=
2 tan2α

1 + tan2α
· 1 + tan2α

2 tanα
= tanα. (4.2.17)

If we start now with some angleθ, and we set upα = θ/2, then the above formulas yield:

Half Angle Formulas

sin(θ/2) = ±
√

1− cos θ

2
; (4.2.18)

cos(θ/2) = ±
√

1 + cos θ

2
; (4.2.19)

tan(θ/2) = ±
√

1− cos θ

1 + cos θ
=

sin θ

1 + cos θ
=

1− cos θ

sin θ
. (4.2.20)

CLARIFICATIONS. Formulas (4.2.18) and (4.2.19) follow directly from (4.2.12) and (4.2.13).

By taking the ratio
sin(θ/2)

cos(θ/2)
, the first equality in (4.2.20) follows immediately. The other two

equalities from (4.2.20) follow from (4.2.16) and (4.2.17).�
If we need to compute the sine or cosine of a half angle, we mustresolve the± sign in each

of the formulas (4.2.18) and (4.2.18). This meas that our “wish list” must include thequadrant
information onθ/2. However, when we only asked to compute the tangent of a half-angle, we have
the option of using the other formulas from (4.2.20), which do not require this information.

Example 4.2.4. Suppose we hand to compute sine and cosine ofθ/2, given thatπ < θ < 2π

andcos θ = −3
5

.

Since we are givencos θ, all we need is the quadrant information onθ/2. Based on the given
inequalities involvingθ, which we can divide by2, we get:

π

2
<
θ

2
< π,
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which tells us, among other things, thatθ/2 is in Quadrant II, so using (4.2.18) and (4.2.19), with
the correct signs, we get

sin(θ/2) = +

√
1− cos θ

2
=

√√√√√1−
(
−3
5

)

2
=

√√√√1 +
3

5
2

=

√√√√
8

5
2
=

√
4

5
=

2√
5
;

cos(θ/2) = −
√

1 + cos θ

2
= −

√√√√√1 +

(
−3
5

)

2
= −

√√√√1− 3

5
2

= −

√√√√
2

5
2
= −

√
1

5
= − 1√

5
.

Example 4.2.5. Suppose we hand to compute sine and cosine ofθ/2, given that270◦ < θ <

360◦ andsin θ = − 5

13
.

Our “wish list” is a little longer here, because we need
(i) Quadrant information onθ/2;

(ii) cos θ; since we are only givensin θ, we also need
(iii) Quadrant information onθ !!!

Start off with (iii). Based on the given information, we immediately get thatθ sits in Quadrant IV,
socos θ is positive, so we have

cos θ = +
√

1− sin2θ = +

√
1−

(
− 5

13

)2

= +

√
1− 25

169
= +

√
144

169
= +

12

13
.

Based on the given inequalities forθ, we get (upon dividing by2) the inequalities
270◦

2
<
θ

2
<

360◦

2
, that is,

135◦ <
θ

2
< 180◦,

which clearly tells us thatθ/2 is in Quadrant II, so using (4.2.18) and (4.2.19), with the correct
signs, we get

sin(θ/2) = +

√
1− cos θ

2
=

√√√√1− 12

13
2

=

√√√√
1

13
2

=

√
1

26
=

1√
26

;

cos(θ/2) = −
√

1 + cos θ

2
= −

√√√√1 +
12

13
2

= −

√√√√
25

13
2

= −
√

25

26
= − 5√

26
.

Example 4.2.6.Using Half Angle Formulas, we can compute theexactvalue of halves of the

familiar angles. For instance, we can consider the angle
π

8
= 22.5◦, which is in Quadrant I, so its
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sine and cosine will be:

sin
π

8
= +

√√√√1− cos
π

4
2

=

√√√√1− 1√
2

2
;

cos
π

8
= +

√√√√1 + cos
π

4
2

=

√√√√1 +
1√
2

2
.

Even though the above values do not look “nice” at all, they are neverthelessexact.

Trigonometric Equations Involving Multiple Angles
Using the Double (or Triple) Angle Formulas it is possible tosolve more complicated equa-

tions, as seen in the following Example.
Example 4.2.7.Suppose we want to sole the equation

sin 2t− sin t = 0.

Using the Double Angle, we can replacesin 2t = 2 sin t cos t, so the above equation becomes

2 sin t cos t− sin t = 0.

Now we can factor the left-hand side, so our equation becomes

sin t(2 cos t− 1) = 0,

and then we can split into two equations:
(A) sin t = 0, which has as solutions:t = nπ, n integer;

(B) 2 cos t − 1 = 0, which is equivalent tocos t =
1

2
, so it has has as solutions (see Section

2.7):

t = ± arccos
(1
2

)
+ 2nπ = ±π

3
+ 2nπ, n integer.

Exercises
In Exercises 1-7 you are asked to find the sine, cosine and tangent of the double angle2θ, as

well as the quadrant2θ sits in, based on the given information onθ. Useexactvalues.

1. cos θ =
8

17
, θ in Quadrant IV.

2. sin θ = − 7

25
, θ in Quadrant III.

3. tan θ = −7.

4. θ = arccos
(
− 12

13

)

5. θ = arcsin
(
− 35

37

)
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6. cot θ = −3.

7. θ = arctan(−4).
In Exercises 8-12 you are asked to find the sine, cosine and tangent of the half angleθ/2, based

on the given information onθ. Useexactvalues.

8. sin θ = −3
5

,
3π

2
< θ <

5π

2
.

9. cos θ = −1
4

, π < θ < 2π.

10. tan θ = − 7

24
,−3π < θ < −2π.

11. cos θ = −1
2

, 180◦ < θ < 360◦.

12. θ = arccos
(
− 5

13

)

In Exercises 13-19 you are asked to find all solutions of the given trigonometric equation

13. sin 2x =
√
3 sin x. Useexact values.

14. sin x+ cos 2x = 1. Useexact values.

15. sin 3x+ sin x = 0. Useexact values.

16. cos 2x− tanx = 1. Useexact values.

17. sin 2t− tanx = 0. Useexact values.

18. tan 2x = tanx Useexact values.

19* . cos 2x+ cosx =
1√
2

. Useexact values.

In Exercises 20-26 you are asked to verify the given identity.

20. sin 4t = 4 sin t cos t cos 2t.

21. (sin u+ cosu)2 = 1 + sin 2u.

22. cos4 x− sin4 x = cos 2x.

23.
sec2 t

2− sec2 t
= sec 2t.

24. cos 4t = 8 cos4 t− 8 cos2 t + 1.

25. 2 csc 2u = csc u sec u.

26. tan(t/2) = csc t− cot t.
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4.3 From Sums to Products and Back

In this section we build on the Angle Addition and Subtraction Formulas to several useful
identities that involve sums and products of sines and cosines.

The Product-to-Sum Identities
Let us start off with the Angle Addition and Subtraction Formula for cosines, and put them side

by side:

cos(α−β) = cosαcos β+sinαsin β, (4.3.1)

cos(α+β) = cosαcos β−sinαsin β. (4.3.2)

When we add these two identities, the productsinαsin β cancels out, so we simply get:

cos(α−β) + cos(α+β) = 2 cosαcos β. (4.3.3)

Likewise, when we subtract (4.3.2) from (4.3.1), the the product cosαcos β cancels out, so now
we get:

cos(α−β)− cos(α+β) = 2 sinαsin β. (4.3.4)

When we put the Angle Addition and Subtraction Formulas for sines side by side:

sin(α+β) = sinαcos β+cosαsin β, (4.3.5)

sin(α−β) = sinαcos β−cosαsin β, (4.3.6)

and we add them, the productcosαsin β cancels out, so now we get:

sin(α+β) + sin(α−β) = 2 sinαcos β. (4.3.7)

So now, when we read each one of the formulas (4.3.3), (4.3.4), (4.3.7) from right to left, then
after dividing each one of them by2, we obtain the following formula package.

Product-to-Sum Identities

cosαcos β = 1
2

[
cos(α−β) + cos(α+β)

]
; (4.3.8)

sinαsin β = 1
2

[
cos(α−β)− cos(α+β)

]
; (4.3.9)

sinαcos β = 1
2

[
sin(α+β) + sin(α−β)

]
. (4.3.10)

CLARIFICATIONS. At a first glance, the formulas (4.3.8) and (4.3.9) may appear to be un-
balanced. What happens if we flipα andβ? The left-hand sides of (4.3.8) and (4.3.9) will be
unchanged, but what happens in the right-hand side? As it turns out, sincecos is even, we can
always replace

cos(β−α) = cos(α−β),
so the right-hand sides of (4.3.8) and (4.3.9) will not change either.

As for the formula (4.3.10), when we flipα andβ, we should take into account the fact thatsin
is odd, so the correct replacement is

sin(β−α) = − sin(α−β),
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so in addition to (4.3.10), we also have another possible expansion:

cosαsin β = 1
2

[
sin(α+β)− sin(α−β)

]
. (4.3.11)

Deciding, whether to use (4.3.10) or (4.3.11) to expand of product of one sine and one cosine, is
up to you.

Application: Fourier Expansion
The main application of the Product-to-Sum Formulas is concerned with certain types of

trigonometric sums described as follows.

For any integerN ≥ 0, aFourier function of order N is a sum of the form:

F(x) = a0 + a1cosx+ a2cos 2x+ a3cos 3x+ . . . + aNcosNx+
+ b1sin x+ b2sin 2x+ b3sin 2x+ . . . + bN sinNx,

(4.3.12)

wherea0, a1, a2, . . . , aN , b1, b2, . . . , bN are constants, with eitheraN or bN non-zero.

What is not at all obvious is the fact that, whenever a function F(x) can be written as a sum as
above, then the integerN , as well as the coefficientsa0, a1, a2, . . . , aN , b1, b2, . . . , bN , areuniquely
determined. With this uniqueness in mind (which will be clarified in Section 5.2), the sum that
appears in the right-hand side of (4.3.12) is what we call theFourier expansion ofF.

Right now, the only thing we are concerned with isfinding Fourier expansions for various
functions.

Example 4.3.1. Suppose we are asked to find the Fourier expansion of

f(t) = (1 + sin 3t)sin2t.

We start off by reducingsin2t using formula (4.3.9):

sin2t =
1

2

[
cos(t− t)− cos(t+ t)

]
=

1

2

[
cos 0− cos 2t

]
=

1

2
− 1

2
cos 2t.

(Here we also used the obvious identitycos 0 = 1.) Now we can replace the factorsin2t back in
f(t), and obtain (by “folding”):

f(t) = (1 + sin 3t)

[
1

2
− 1

2
cos 2t

]
=

1

2
− 1

2
cos 2t+

1

2
sin 3t− 1

2
sin 3t cos 2t, (4.3.13)

and all we have to take care of is the last term. Using (4.3.11), and leaving−1
2

aside for a moment,

we can write:

sin 3t cos 2t =
1

2

[
sin(2t+ 3t) + sin(3t− 2t)

]
=

1

2

[
sin 5t+ sin t

]
=

1

2
sin 5t+

1

2
sin t,

so when we go back to (4.3.13), we get:

f(t) =
1

2
− 1

2
cos 2t+

1

2
sin 3t− 1

2

[
1

2
sin 5t+

1

2
sin t

]
=

1

2
− 1

2
cos 2t+

1

2
sin 3t− 1

4
sin 5t− 1

4
sin t.
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Of course, when we want to arrange the Fourier expansion moreneatly, we can (and should) write

f(t) =
1

2
− 1

2
cos 2t− 1

4
sin t+

1

2
sin 3t− 1

4
sin 5t, (4.3.14)

so our functionf(t) is aFourier function of order5.
CLARIFICATION : (READ THIS ONLY IF YOU ARE AN ENGINEERING STUDENT! ). Why does

one care about Fourier expansions? Consider for instance the functionf from Example 4.3.1, and
think of it as representing the wave function of some sound produced by several “instruments.”
(Think of these “instruments” for instance, as musical instruments in a band. You can also think
of them as keys on a piano keyboard.) Assume the pitch of “instrumentk” is the functionpk(t) =
sin kt, wherek is some positive integer. Besides these “instruments” we also have to account for
“constant sounds,” which are constant functions. When we look closely at the Fourier expansion

(4.3.14), we see that our sound is put together using a “constant sound”c =
1

2
, and “instruments”

that usek = 1, 2, 3, 5. To see thevolumeof each “instrument” that contributes to (4.3.14), we need
to rearrange all terms with negative coefficients, as well asthose that have cosine functions. We do

this usingshifting formulaslike − sinα = sin(α− π) andcosα = sin
(
α+

π

2

)
= − sin

(
α− π

2

)
.

Using such identities, the Fourier expansion (4.3.14) can be rearranged as:

f(t) =
1

2
− 1

2
cos 2t− 1

4
sin t+

1

2
sin 3t− 1

4
sin 5t =

=
1

2
+

1

2
sin
(
2t− π

2

)
+

1

4
sin(t− π) + 1

2
sin 3t+

1

4
sin(5t− π) =

=
1

2
+

1

2
sin
(
2
(
t− π

4

))
+

1

4
sin(t− π) + 1

2
sin 3t+

1

4
sin
(
5
(
t− π

5

))
=

=
1

2
+

1

2
p2
(
t− π

4

)
+

1

4
p1(t− π) +

1

2
p3(t) +

1

4
p5
(
t− π

5

)
.

Based on this calculation, we now see that the “sound”f(t) is assembled using:

• the “constant sound” at volumec =
1

2
, together with

• “instrument1” at volume
1

4
, shifted byπ;

• “instrument2” at volume
1

2
, shifted by

π

4
;

• “instrument3” at volume
1

2
;

• “instrument5” at volume
1

4
, shifted by

π

5
.

The Sum-to-Product Identities
Suppose we “play” with the Product-to-Sum Formulas (4.3.8), (4.3.9), (4.3.10) and (4.3.11) by

multiplying all identities by2. When reading what we get from right to left, we get the following
identities

cos(α−β) + cos(α+β) = 2 cosαcos β; (4.3.15)

cos(α−β)− cos(α+β) = 2 sinαsin β; (4.3.16)

sin(α+β) + sin(α−β) = 2 sinαcos β; (4.3.17)

sin(α+β)− sin(α−β) = 2 sin β cosα. (4.3.18)
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Suppose now we use the substitution
{
α+ β = u
α− β = v

which can be solved as a system of equations inα andβ to give:




α =
u+ w

2

β =
u− v
2

Using these computations, when we go back to the identities (4.3.15), (4.3.16), (4.3.17) and
(4.3.18), we now get the following formula package.

Sum-to-Product Identities

cosu+cos v = 2 cos

(
u+ v

2

)
cos

(
u− v
2

)
; (4.3.19)

cosu−cos v = 2 sin

(
u+ v

2

)
sin

(
v − u
2

)
; (4.3.20)

sin u+sin v = 2 sin

(
u+ v

2

)
cos

(
u− v
2

)
; (4.3.21)

sin u−sin v = 2 sin

(
u− v
2

)
cos

(
u+ v

2

)
. (4.3.22)

Application: Equations
CLARIFICATION . The Sum-to-Product Identities are very useful tools forfactoring sums or

differences of sines or cosines. This is particularly useful when we want to solve certain equa-
tions, as seen in the Examples below, which shows how certainequations can be reduced (after
substitutions) tox-intercept equations, which are those of the formsin ? = 0, or cos ? = 0.�

When solvingx-intercept equationsof the formsin ? = 0, or cos ? = 0 we do not need to
use inverse trigonometric functionsas we did in Section 2.7! The solutions aremuch simpler!

I. The solutions ofsin ? = 0 are:nπ, n integer.

II. The solutions ofcos ? = 0 are:
π

2
+ nπ, n integer.

Example 4.3.2.Suppose we want to find all solutions of the equation

sin 3x = sin x. (4.3.23)

Subtract the right-hand side, so our equation is the same as:

sin 3x− sin x = 0. (4.3.24)

Using (4.3.22) we can factor

sin 3x− sin x = 2 sin

(
3x− x

2

)
cos

(
3x+ x

2

)
= 2 sin x cos 2x,
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so our equation becomes
2 sin x cos 2x = 0.

By setting each factor equal to zero (of course, we cannot have2 = 0), the above equation breaks
into two possibilities:

(A) sin x = 0, which yieldsx = nπ, n integer.

(B) cos 2x = 0, which yields2x =
π

2
+ nπ, thus

x =
1

2

(π
2
+ nπ

)
=
π

4
+
nπ

2
, n integer.

Example 4.3.3.Suppose we want to find all solutions of the equation

sin 3x+ cos 5x = 0. (4.3.25)

There are many ways to solve this equation, based on transforming the left-hand side of
(4.3.25) either into a sum/difference of sines, or into a sum/difference of cosines. For instance,
using the well-known identitysinα = cos

(π
2
− α

)
, our equation can be presented as:

cos
(π
2
− 3x

)
+ cos 5x = 0. (4.3.26)

Using (4.3.19) we can factor

cos
(π
2
− 3x

)
+ cos 5x = 2 cos



π

2
− 3x+ 5x

2


 cos



π

2
− 3x− 5x

2


 =

= 2 cos



π

2
+ 2x

2


 cos



π

2
− 8x

2


 = 2 cos

(π
4
+ x
)
cos
(π
4
− 4x

)
,

so our equation becomes

2 cos
(π
4
+ x
)
cos
(π
4
− 4x

)
= 0.

By setting each factor equal to zero (of course, we cannot have2 = 0), the above equation breaks
into two possibilities:

(A) cos
(π
4
+ x
)

, which yields
π

4
+ x =

π

2
+ nπ, thus

x = −π
4
+
π

2
+ nπ =

π

4
+ nπ, n integer.

(B) cos
(π
4
− 4x

)
= 0, which yields

π

4
− 4x =

π

2
+ nπ, which is the same as4x =

π

4
−

(π
2
+ nπ

)
=
π

4
− π

2
− nπ = −π

4
− nπ thus

x =
1

4

(
−π
4
− nπ

)
= − π

16
− nπ

4
, n integer.
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Application: Identities
Another application of the Sum-to-Product Identities concerns certain trigonometric identities

which involve ratios, as illustrated in the following Example.

Example 4.3.4.Suppose we are asked to prove the identity:

sin 5x+ sin 3x

cos 5x+ cos 3x
= tan 4x.

We start off with the left-hand side, and use the Sum-to-Product Identities to factor both the
numerator and the denominator:

LHS =
sin 5x+ sin 3x

cos 5x+ cos 3x
=

2 sin

(
5x+ 3x

2

)
cos

(
5x− 3x

2

)

2 cos

(
5x+ 3x

2

)
cos

(
5x− 3x

2

) =
2 sin 4x cos x

2 cos 4x cos x
.

Now we can finish everything by simplifying2 cos x:

LHS =
2 sin 4x cos x

2 cos 4x cos x
=

sin 4x

cos 4x
= tan 4x = RHS.

Exercises
In Exercises 1-7 you are asked to find the Fourier expansion ofthe given function.

1. f(t) = sin3 t.

2. f(t) = cos3 t.

3. f(t) = sin4 t.

4. f(t) = cos4 t.

5. f(t) = sin2 t+ cos 2t.

6. f(t) = (1 + sin t)3.

7. f(t) = (2 sin t− cos t)2.

In Exercises 8-12 you are asked to find all solutions of the given trigonometric equation.

8. sin 4x− sin 2x = 0. Useexact values.

9. sin 4x− cos 2x = 0. Useexact values.

10. cosx+ cos 3x = 0. Useexact values.

11. cos 5x− cos 3x = 0. Useexact values.
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12*. sin x + sin 5x = sin 3x. Useexact values. (HINT: Factor LHS, then subtract RHS, then
factor again.)

In Exercises 13-18 you are asked to prove the given identity.

13.
sin 4t+ sin 6t

cos 4t− cos 6t
= cot t.

14.
sin t + sin 4t+ sin 7t

cos t+ cos 4t + cos 7t
= tan 4t.

15.
sin u+ sin v

sin u− sin v
=

tan
(u+ v

2

)

tan
(u− v

2

) .

16.
cosu− cos v

cosu+ cos v
= tan

(u+ v

2

)
tan

(v − u
2

)
.

17. sin 2x+ sin 4x+ sin 6x = 4 cosx cos 2x sin 3x.

18* .
sin x+ sin 2x+ sin 3x+ sin 4x+ sin 5x

cosx+ cos 2x+ cos 3x+ cos 4x+ cos 5x
= tan 3x.



Chapter 5

Applications of Trigonometry in Algebra

In this Chapter we discuss an important application of Trigonometry to Algebra, specifically
dealing with calculations involvingcomplex numbers.

5.1 Complex Number Arithmetic

A complex number is an expression of the form

z = a+ b i,

wherea andb are real numbers, andi is a special symbol, called thepurely imaginary unit. The
two coefficientsa andb are referred to by the following names:

(i) The numbera is called thereal part ofz, and is denoted byRez;
(ii) The numberb is called theimaginary part ofz, and is denoted byIm z.
CLARIFICATIONS. Two complex numbers areequal, if and only if their real parts are equal,

and their imaginary parts are equal, so:

a1 + b1i = a2 + b2i means:





a1 = a2
and

b1 = b2

The set of all complex numbers is denoted byCCC. We will always agree that the setRRR is asubset of
CCC. In other words, if we start with some real numbera, we can also view it as a complex number
z = a+ 0 i, with imaginary part equal to zero.

Addition, Subtraction and Multiplication with Complex Num bers
The easiest way to understand how addition, subtraction andmultiplication of complex num-

bers work is to operate with them as if they arepolynomials, withi as a variable, but wesimplify
the powers ofi by the rule:

i2 = −1. (5.1.1)

Example 5.1.1. Consider the complex numbersz1 = 2 + 3 i andz2 = 4− 5 i.
To add these numbers we think them as first degree polynomialsin i, so their sum can also the

thought as a first degree polynomial ini, thus (by grouping the like terms) we get:

z1 + z2 = (2 + 3 i) + (4− 5 i) = 2 + 3 i+ 4− 5 i = 6 + (3− 5)i = 6− 2 i.

When we multiply our two numbers, the result can be though as asecond degree polynomial ini,
which (by “folding”) is given as:

z1 · z2 = (2 + 3 i)(4− 5 i) = 8 + 12 i− 10 i− 15 i2 = 8 + 2 i− 15 i2.

213



214 5.1. COMPLEX NUMBER ARITHMETIC

Our calculation is not done here!Using the simplification rule (5.1.1), we must continue:

z1 · z2 = 8 + 2 i− 15 i2 = 8 + 2 i− 15(−1) = 8 + 2 i+ 15 = 23 + 2 i.

If we wish, we can also write down the general rules for computing sums, differences and
products.

Arithmetic Formulas for Complex Numbers

(a1 + b1i)+(a2 + b2i) = (a1 + a2) + (b1 + b1)i (5.1.2)

(a1 + b1i)−(a2 + b2i) = (a1 − a2) + (b1 − b1)i (5.1.3)

(a1 + b1i)·(a2 + b2i) = (a1a2 − b1b2) + (a1b2 + a2b1)i (5.1.4)

Conjugate and Modulus
To each complex number one associates two quantities – another complex number and a non-

negative real number, which are defined as follows.

To each complex numberz = a+ b i, one associates the following numbers.
• Thecomplex conjugateof z is the complex number:

z̄ = a−b i.
• Themodulus (a.k.aabsolute value) of z is the non-negative real number:

|z| =
√
a2+b2.

The associated numbers satisfy the identity:
zz̄ = a2+b2 = |z|2. (5.1.5)

CLARIFICATION . Using the modulus, the condition thatz = 0 is equivalent to the condition
that|z| = 0. In particular, the condition that two complex numbersz1 andz2 areequal, is equiva-
lent to: |z1 − z2| = 0.

The Division Operation
One of the most useful features of complex numbers is the factthat thedivisionoperationis

also possible. Of course, it is very easy todivide by non-zeroreal numbers. Indeed, if we start with
some complex numberz = a+ b i, and with somenon-zero real numberc, then:

z

c
=
a + b i

c
=
a

c
+
b

c
i. (5.1.6)

When we want to divide by anarbitrary (non-real) complex number, the calculation reduces to the
above case, since by (5.1.5) we we simply write:

z1

z2

=
z1z̄2

z2z̄2

=
z1z̄2

|z2|2
, (5.1.7)

where the denominator is nowreal. Of course, in order for the ratio
z1

z2

to exist, we must assume

thatz2 6= 0, which is the same as|z2| > 0.
If we wish, we can expand (5.1.7), which in combination with the “real” division formula

(5.1.6) yields the following.
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Division Formula for Complex Numbers

Assuminga2 + b2i 6= 0,
a1 + b1i

a2 + b2i
=
a1a2 + b1b2
a22 + b22

+
−a1b2 + a2b1
a22 + b22

i (5.1.8)

Example 5.1.2.Suppose we want to dividez1 = 3−4 i by z2 = 1− 3 i.
According to the Division Formula, we get:

z1

z2

=
3− 4 i

1 + 3 i
=

3 · 1 + (−4) · 3
12 + 32

+
−3 · 3 + 1 · (−4)

12 + 32
i =

=
3− 12

10
+
−9 − 4

10
i = − 9

10
− 13

10
i.

The Fundamental Theorem of Algebra
The most remarkable feature of complex numbers, which distinguishesCCC (the set of all com-

plex numbers) from other number sets, such asRRR, orQQQ, is the following statement.

The Fundamental Theorem of Algebra

Any polynomial with complex coefficients has at least one complex zero. In other words, any
equation of the form

P (x) = 0,
with P a polynomial with complex coefficients, hasat least one complex solution.

CLARIFICATION . The polynomials mentioned in the preceding theorem are expressions of the
form

P (x) = A0 + A0x+ A2x
2 + . . . + Anx

n,

with A0, A1, . . . , An complex coefficients. The integern ≥ 0, which represents the largest ex-
ponent that appears with a non-zero coefficient, is called the degreeof the polynomial, and the
coefficientAn is called theleading coefficient. In instances when we do not want to be very pre-
cise about our polynomial, so we only care about specifying the degree and the leading coefficient,
we will present the polynomial like “P (x) = Anx

n + lower terms.”
The most significant application of the Fundamental Theoremof Algebra concerns thefactor-

izationof polynomials, as indicated in the following statement.

The Complete Factorization Theorem

Any polynomial with complex coefficients of degreen factors completely as product of first
degree polynomials:

P (x) = Anx
n + lower terms= An(x− z1)(x− z2) · · · (x− zn).

Example 5.1.3.Suppose we are asked to completely factor the polynomialP (x) = 4x2+4x+
5.

By the Complete Factorization Theorem, we know thatP (x) = 4(x− z1)(x− z1), where the
z’s are the solutions ofP (x) = 0, that is, of the equation

4x2 + 4x+ 5 = 0. (5.1.9)
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Since this is a second degree equation, we can try to use the Quadratic Formula:

x =
−4±

√
42 − 4 · 4 · 5
2 · 4 =

−4±
√
−64

8
.

If we were to solve (5.1.9)over the real numbers, we shouldstop! However, since we allow
ourselves to work over the complex numbers, we can continue our calculation by finding a suitable
replacement for the quantity “±

√
−64.” In this case the correct replacement will simply be “±8 i”

the solutions of (5.1.9) are:

x =
−4±

√
42 − 4 · 4 · 5
2 · 4 =

−4± 8 i

8
= −4

8
± 8

8
i = −1

2
± i.

Using these two solutions, our polynomial factors as:

P (x) = 4

(
x−

(
− 1

2
+ i
))(

x−
(
− 1

2
− i
))

= 4

(
x+

1

2
− i

)(
x+

1

2
+ i

)
.�

The square root operation cannot be appropriately defined for numbers other than non-
negative real numbers. For this reason, the usual QuadraticFormula for a second degree equation
like

ax2 + bx+ c = 0,

should be slightly modified, in order to accommodate the cases when the discriminantD = b2−4ac
fails to benon-negative real number(which is the only case when

√
D is “honestly” defined).

So in the general case (which allows even for complex values of D), the correct version of the
Quadratic Formula is:

x =
−b±δ
2a

, (5.1.10)

whereδ is one particular solutionof the equation

δ2 = b2 − 4ac.

It should be noted that, ifδ is one particular solution of the above equation, then the only other
solution is−δ.

Example 5.1.4. Suppose we want to solve the second degree equation

x2 − 2x+ 4 + 4 i = 0. (5.1.11)

We start off by computing the discriminant

D = (−2)2 − 4 · 1 · (4 + 4 i) = 4− 16− 16 i = −12− 16 i.

Since the discriminant is complex, in order to solve our equation, we first need to solve the equation

δ2 = −12− 16 i. (5.1.12)

We solve this equation by setting upδ = u+ v i as a complex number (withu andv real), so now
we get

−12− 16 i = (u+ v i)2 = u2 − v2 + 2uv i,
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so when we match real and imaginary parts we get the system of equations
{
u2 − v2 = −12

2uv = −16 (5.1.13)

Using the second equation, we can substitutev = −16

2u
= −8

u
, so when we plug into the first

equation, we get

u2 − 64

u2
= −12,

which after multiplying everything byu2 yieldsu4 − 64 = −12u2, which is the same as

u4 + 12u2 − 64 = 0.

By subtitutingy2 = t, this equation reduces to

t2 + 12t− 64 = 0,

which can be solved using the (usual) Quadratic Formula:

t =
−12±

√
122 − 4 · 1 · (−64)
2 · 1 =

12±
√
400

2
=

12± 20

2
.

The two solutions aret1 =
−12 + 20

2
= 4 andt2 =

−12− 20

2
= −16. However, when we go

back to the subsitutionu2 = t, we see that only the first one will work:u2 = 4. Since we are
interested only inonesolution of (5.1.12), we will pick the easiest one:u = 2, and then using the
substitution from the second equation of (5.1.13), we can matchu = 2 with v = −4. In conclusion,
one particularsolution of (5.1.12) is:

δ = 2− 4 i,

so now, when we use the the Quadratic Formula (5.1.10), the solutions of our equation (5.1.11)
will be:

x =
−(−2)±(2 − 4 i)

2 · 1 =
2±(2− 4 i)

2
=

2
[
1±(1− 2 i)

]

2
= 1±(1− 2 i),

so the two solutions of (5.1.11) arex1 = 1+(1− 2 i) = 2− 2 i andx1 = 1−(1− 2 i) = 2 i.

CLARIFICATION . As we see from the above example, solving even simple equations of the
form z2 = numberbecomes quite tedious, when we work over the complex numbers. This task
becomes even more complicated, when we want to solve power equations of the form

zn = number.

In Section 5.3 we will learn how to handle such equations using Trigonometry!

Conformal Matrix Presentation of CCC
THIS TOPIC IS OPTIONAL!
As it turns out, the arithmetic of complex numbers – especially the multiplication operation –

is best understood if we consider the so-calledconformal matrices, which are those of the form

Z =

[
a −b
b a

]
. (5.1.14)
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Given such a matrix, we can write it as a sum

Z =

[
a −b
b a

]
=

[
a 0
0 a

]
+

[
0 −b
b 0

]
= a

[
1 0
0 1

]
+ b

[
0 −1
1 0

]
,

so when we consider theidentitymatrixI =

[
1 0
0 1

]
and the special matrixJ =

[
0 −1
1 0

]
, then

any matrix of the form (5.1.14) is now presented as

Z = a I+ b J.

The point here is thatJ satisfies amatrixversion of (5.1.1), which looks like:

J2 = − I, (5.1.15)

in which the left-hand side is thematrix productJ2 = J · J.
To summarize everything, we now have aone-to-one correspondence

z = a+ b i ←→ Z = a I+ bJ,

between the setCCC of all complex numbers, and the setK of all matrices of the form (5.1.14),
which matches the operations of addition, subtraction and multiplication. In particular, instead
of memorixing the multiplication formula (5.1.4), we can think that the multiplication of complex
numbers works as follows. Given two complex numbersz1 = a1+ b1i andz2 = a2+ b2i, in order
to multiply them, we do the following:

(i) assemble the associated matricesZ1 =

[
a1 −b1
b1 a1

]
andZ2 =

[
a2 −b2
b2 a2

]
;

(ii) compute the matrix productZ = Z1Z2; the matrixZ will also have the form (5.1.14), that

is,Z =

[
a −b
b a

]
;

(iii) by collecting the entries in the first column ofZ, we recover the product of our given
complex numbers:z1z2 = a+ b i.

For example, if we look at the two complex numbersz1 = 2 + 3 i andz2 = 4 − 5 i. given in
Example 5.1.1, one way to compute their product is to consider the matrix product:
[
2 −3
3 2

]
·
[

4 −(−5)
−5 4

]
=

[
2 · 4 + (−3) · (−5) 2 · 5 + (−3) · 4
3 · 4 + 2 · (−5) 3 · 5 + 2 · 4

]
=

[
23 −2
2 23

]
,

so we can directly conclude that

z1 · z2 = (2 + 3 i)(4− 5 i) = 23 + 2 i.

Exercises

1. Compute(2− 3 i)(5 + 6 i).

2. Computei100, i101, i102, andi103.
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3. Compute(2− 3 i)3.

4. Compute
5 + 3 i

2 + 3 i
.

5. Compute
1− 2 i

1 + 2 i
.

6. Compute the modulus|2 + 3 i|.

7. Compute the modulus|(1− 2 i)2|.

8* . Show that, for any complex numberz, one has the equality

|z̄| = |z|.

9* . Show that, for any two complex numbersz1 andz2, one has the equality

|z1z2| = |z1| · |z2|.

10. Find all complex solutions of the equation:z2 = 5− 12 i.

11. Find all complex solutions of the equation:z2 = 4 + 4 i.

5.2 Geometry of Complex Numbers

In this section we learn how to interpret complex numbersgeometrically. At one point, Trigonom-
etry will also enter the picture, and this will make complex numbers even more interesting.

Geometric Representations of Complex Numbers
Any complex numberz = a + b i can be represented geometrically as apointP (a, b) in the

coordinate plane. Using this presentation, the modulus of he complex number is simply

|z| = dist(P,O),

the distance fromP to the origin.

z = a+ b i

|z|
b i

a

Figure 5.2.1
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Another way to interpret complex numbers is to think of them as vectors−→v =

[
a
b

]
. The

main benefits of vector presentations of complex numbers are:
I. Complex number additioncorresponds tovector addition.

II. For any complex numberz = a+ b i, the associated vector−→v =

[
a
b

]
has magnitude:

∥∥−→v
∥∥ = |z|.

Polar Representations of Complex Numbers
Whether we interpret a complex numberz = a + b i either as apoint P (a, b), or a vector

−→v =

[
a
b

]
, besides the modulus|z|, which can be interpreted either as adistance, or avector

magnitude, there is another object that we can consider, namely thedirection angleτ of the vector
−→v . As we learned in Section 3.3, the combination consisting of

∥∥−→v
∥∥ andτ is intimately related

to thepolar coordinate representations ofP (a, b), which are pairs(r, θ) that satisfya = r cos θ
andb = r sin θ.

z = a+ b i

|z|
b i

a

τ

Figure 5.2.2

With this association in mind, we introduce the following terminology.

A polar representation of a complex numberz is any presentation of it as a product

z = r(cos θ + i sin θ), (5.2.1)
with r ≥ 0.
The main features of such a representation are:
I. The numberr is uniquely determined, namely:

r = |z| =
√

(Rez)2 + (Im z)2.

II. If z 6= 0, the numberθ is unique, up to an integer multiple of2π. More precisely, if one
considers the angle

τ = (sign ofIm z) arccos

(
Rez
|z|

)
, (5.2.2)
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(whenIm z = 0, that is, whenz is real, we take thesignto be+), thenθ must be of the
form: θ = τ + 2nπ, n integer.

CLARIFICATIONS AND ADDITIONAL TERMINOLOGY. Everything follows from what we
learned in Section 3.3, because the condition that(r, θ) satisfies the equality (5.2.1) is equivalent
to the condition that(r, θ) is apolar coordinate representation of pointP (a, b), with r ≥ 0.

The anglesθ which appear in all polar representations ofz are calledarguments ofz.
Among all possible arguments, we have a particular one: the angle τ , given by (5.2.2). This

special angle is referred to as theprincipal argument of z. The particular polar representation

z = |z|(cos τ + i sin τ), (5.2.3)

which uses this particular angle, which is the only argumentbelonging to the interval(−π, π], is
referred to as theprincipal polar representation of z.

For any angleθ, there is a “lazy” notation for the complex number that appears in parentheses
in the right-hand side of (5.2.1): we denote the complex number cos θ + i sin θ simply bycis θ.

Example 5.2.1.Suppose we are asked to findall (including theprincipal) polar representations
of the complex numberz = 4− 4 i.

We start of with the computation of the modulus:

r = |z| =
√
(Rez)2 + (Imz)2 =

√
42 + (−4)2 =

√
32 = 4

√
2.

Then we compute the principal argument (using the fact thatIm z is negative):

τ = − arccos

(
Rez
|z|

)
= − arccos

(
4

4
√
2

)
= − arccos

(
1√
2

)
= −π

4
.

So theprincipal polar representation ofz is:

4− 4 i = 4
√
2 cis

(
− π

4

)
.

It is worth pointing out that, since our number is relativelyeasy to plot as a point in the coordinate
plane, the principal argumentτ can also be foundgeometrically, by inspecting the picture:

z = 4− 4 i

|z|=4 √
2

−4 i

4

τ=-π
4

Figure 5.2.3
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As for all polar representations ofz, they are:

4− 4 i = 4
√
2 cis

(
− π

4
+2nπ

)
, n integer.

As far as the complex numbers of the formcis θ are concerned, the following three features are
very useful.

∣∣cis θ
∣∣ = 1. (5.2.4)

cis θ = cis (−θ) = 1

cis θ
. (5.2.5)

CLARIFICATION . The equality (5.2.4) follows immediately from the definition:

∣∣cis θ
∣∣ =

√
(Recis θ)2 + (Im cis θ)2 =

√
cos2 θ + sin2 θ = 1.

The first equality in (5.2.5) follows again directly from thedefinition and from the formulas for
negatives:

cis (−θ) = cos (−θ) + i sin (−θ) = cos θ − i sin θ = cos θ + i sin θ = cis θ.

Using (5.2.4), the equality between the left-most and the right-most sides of (5.2.5) now follows
immediately from the easy division formula (5.1.7) from Section 5.1.

Multiplication and Division With Polar Representations
In Section 5.1 we learned that complex number multiplication corresponds to matrix multipli-

cations, under the correspondence

a+ b i ←→
[
a −b
b a

]
.

When we specialize this to a complex number of the formcis θ, the corresponding matrix is pre-

cisely therotation matrixRθ =

[
cos θ −sin θ
sin θ cos θ

]
, so using the Product Rule for Rotation Matri-

ces, we immediately get the identity:

cisα cis β = cis (α+ β). (5.2.6)

CLARIFICATION . Of course, we do not need the matrix correspondence to derive (5.2.6),
because we can derive it directly from the Angle Addition Formulas for cosine and sine. However,
we can alsouse(5.2.6) to help usmemorize the Angle Addition Formulas, which we can now
present in a very nice and concise way as:

cos (α+ β) + i sin (α + β) = (cosα+ i sinα)(cos β + i sin β) (5.2.7)

Similarly, if we rewrite the above formula withβ replaced by−β, we also get a formula which we
can use for memorizing theAngle Subtraction Formulas

cos (α− β) + i sin (α− β) = (cosα + i sinα)(cos β − i sin β), (5.2.8)
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which comes from the division identity

cisα

cisβ
= cis (α− β). (5.2.9)

With the help of formulas (5.2.6) and (5.2.9), we can also derive the following formulas that
allow us to express products and ratios of complex numbers.

Polar Forms of Multiplication and Division

Given two complex numbers presented in polar form asz1 = |z1| cis θ1 and z2 =
|z1| cis θ2, their product and ratio can also be presented in polar form as:

z1z2 = |z1| · |z2| · cis (θ1 + θ2); (5.2.10)

z1

z2

=
|z1|
|z2|

· cis (θ1 − θ2), (z2 6= 0).. (5.2.11)

Example 5.2.2.Suppose we are given complex numbersz1 = 3 cis
π

3
, z2 = 2 cis

π

6
, and we

want to compute their product and their ratio.
Using the formulas (5.2.10) and (5.2.11), we can directly compute:

z1z2 = 3 · 2 · cis
(π
3
+
π

6

)
= 6 cis

π

2
= 6(cos

π

2
+ i sin

π

2
) = 6 i;

z1

z2

=
3

2
· cis

(π
3
− π

6

)
=

3

2
cis

π

6
=

3

2
(cos

π

6
+ i sin

π

6
) =

3

2

(√3
2

+
1

2
i
)
=

3
√
3

4
+

3

4
i

Of course, we can also write both our numbers algebraically as:

z1 = 3
(
cos

π

3
+ i sin

π

3

)
= 3
(1
2
+

√
3

2
i
)
=

3

2
+

3
√
3

2
i,

z2 = 2
(
cos

π

6
+ i sin

π

6

)
= 2
(√3
2

+
1

2
i
)
=
√
3 + i,

and we can compute the product and ratio algebraically. Whether we use one method or the other,
it is up to us.

Exercises
In Exercises 1-8 you are asked to find all polar representations of the given complex number,

and indicate the principal one. Useexact values

1. z = 3 i.

2. z = −12 i.

3. z = 5.

4. z = −15.
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5. z = 10− 10 i.

6. z = 7 + 7 i.

7. z = 2
√
3− 2 i.

8. z = 4 + 4
√
3 i.

In Exercises 9-13 you are express the given complex number, which is presented in polar form,
in algebraic form:a+ b i. Useexactvalues.

9. z = 8cis
π

2
.

10. z = 4cis
3π

2
.

11. z = 2cis
3π

4
.

12. z = 6cis
5π

6
.

13. z = 2cis
7π

3
.

In Exercises 14-18 you are asked to compute a product, or a ratio of two complex numbers in
two ways:

(i) Algebraically.
(ii) Using polar representations, that is, by presenting each one of the numbers, as well as the

result, in polar form.
You can use the two calculations to verify you got the right answer.

14. (4
√
3− 4 i)(2− 2

√
3 i).

15. (4− 4 i)(2− 2 i).

16.
4
√
3− 4 i

2 + 2
√
3 i

.

17.
8 i

2
√
3− 2 i

.

18.
−6 i
3 + 3 i

.

5.3 Powers and Roots

In this section we learn how to use polar representations of complex numbers in order to deal
with powers and power equations.
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De Moivre’s Formula
As we learned in Section 5.2, polar representations are particularly nice, with respect to the

multiplication operation, as seen in formula (5.2.10), which reads:

(r1 cis θ1)(r2 cis θ2) = (r1r2) cis (θ1 + θ2).

We can, of course apply this rule repeatedly (for a product ofmore than two factors). In
particular, when we multiply one number with itself severaltimes we obtain the following simple
rule.

De Moivre’s Formula

[r(cos θ + i sin θ)]N = rN (cosNθ + i sinNθ), N positive integer (5.3.1)

CLARIFICATIONS. De Moivre’s Formula can also be expanded to allownegativeexponents, in
which case we can also write

[r(cos θ + i sin θ)]−N = r−N(cosNθ − i sinNθ), N positive integer.

Example 5.3.1. Suppose we want to compute a large power, for instance:(1− i)10 Although
we can work this calculation algebraically, using De Moivre’s Formula, our work will be greatly
simplified.

We start off by finding a polar representation of the complex numberz = 1−i, which has
Rez = 1 andIm z = −1

We begin by computing the modulus:

r = |z| =
√

(Rez)2 + (Im z)2 =
√

12 + (−1)2 =
√
2.

As for an argument, sinceImz is negative, the principal argument is:

τ = − arccos

(
Rez
|z|

)
= − arccos

(
1√
2

)
= −π

4
.

Of course, we could have also found the principal polar representation of1−i geometrically, by
inspecting this picture:

1− i

√
2

− i

1

-π
4

Figure 5.3.1
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With all these preparations, we now have1−i =
√
2 cis

(
−π
4

)
=
√
2
(
cos
(
−π
4

)
+ i sin

(
−π
4

))
,

so using De Moivre’s Formula we get:

(1− i)10 = (
√
2)10

(
cos
(
10
(
−π
4

))
+ i sin

(
10
(
−π
4

)))
=

= 32

(
cos
(
−5π

2

)
+ i sin

(
−5π

2

))
= 32 (0 + (−1) i) = −32 i.

Application to Fourier Expansions

In Section 4.3 we learned how to use Product-to-Sum Formulasto obtain the so-calledFourier
expansionsfor various functions, which are sums of the form:

F(t) = a0 + a1cos t+ a2cos 2t + a3cos 3t + . . . + aNcosNt+
+ b1sin t+ b2sin 2t + b3sin 3t+ . . . + bN sinNt,

(5.3.2)

As it turns out, another way to obtain these expansions is to use De Moivre’s Formula, for
complex numbers of the form

u = cis t = cos t+ i sin t. (5.3.3)

A complex number of this form is calledunimodular, because the fact thatu can be presented as
in (5.3.3) is equivalent to the condition|u| = 1. The main features of unimodular numbers are
collected in the following formula package.

Unimodular Number Identities

Givenu andt satisfying (5.3.3), then for any integerN , the following identities hold:

uN = cosNt+ i sinNt (5.3.4)

cosNt =
1

2

(
uN + u−N

)
(5.3.5)

sinNt =
1

2i

(
uN − u−N

)
(5.3.6)

CLARIFICATION . Using unimodular numbers allows us to switch back and forthbetween
Fourier sumslike (5.3.2) and the so-calledLaurent sums, which are sums of expressions of the
form cku

k, with complex coefficientsck and integer (possibly negative) exponentsk. This method
makes it very easy to compute Fourier expansions, and also makes it clear why they areunique.

Example 5.3.2.Suppose we want to find the Fourier expansion off(t) = 4cos t cos 2t sin 3t.
(Compare with Exercise 17 from Section 4.3.)

We start off by setting up the Laurent sum, using the numbersu = cos t + i sin t, so by the
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above identities we can present our function as:

f(t) = 4cos t cos 2t sin 3t = 4

(
1

2

(
u+ u−1

))(1

2

(
u2 + u−2

))( 1

2i

(
u3 − u−3

))
=

=
4

8i

(
u+ u−1

) (
u2 + u−2

) (
u3 − u−3

)
=

1

2i

(
u3 + u+ u−1 + u−3

) (
u3 − u−3

)
=

=
1

2i

(
u6 + u4 + u2 + 1− 1− u−2 − u−4 − u−6

)
=

=
1

2i

(
u6 + u4 + u2 − u−2 − u−4 − u−6

)
.

But now, by grouping the matching powers ofu, we can also write

f(t) =
1

2i

(
u6 + u4 + u2 − u−2 − u−4 − u−6

)
=

=
1

2i

(
u6 − u−6

)
+

1

2i

(
u4 − u−4

)
+

1

2i

(
u2 − u−2

)
=

= sin 6t + sin 4t + sin 2t.

Roots
Using De Moivre’s Formula, we can also tacklepower equations, which are those of the form

xN = w, (5.3.7)

whereN ≥ 2 is some integer, andw is some (fixed) complex number. The unknown quantity is,
of coursex, which in most cases will be complex too. The solutions of thepower equation (5.3.7)
are called theN th roots ofw.

When we want to understand the algebraic features of power equations, it is helpful to start
with the special case whenw = 1, when the solutions will be referred to as theN th roots of unity.

The Roots of Unity Theorem

For any integer N ≥ 2, there are exactly N distinct roots of unity, listed as
u0,u1,u2, . . . ,uN−1, which are given by the formula:

uk = cis
2kπ

N
= cos

2kπ

N
+ i sin

2kπ

N
, k = 0, 1, 2, . . . , N − 1. (5.3.8)

Proof. If we consider the anglesθ0, θ1, . . . , θN−1, given byθk =
2kπ

N
, k = 0, 1, 2, . . . , N − 1,

then it is pretty clear that we have the inequalities

0 = θ0 < θ1 < θ2 < . . . < θN−1 < 2π,

so all numbers given by (5.3.8), which are of the formuk = cis θk, aredistinct.
Since for each such angle, we haveNθk = 2kπ, using the Unimodular Number Formulas (a

special case of De Moivre’s Formula) it follows that

(uk)
N = cos 2kπ + i sin 2kπ = 1, k = 0, 1, 2, . . . , N − 1,
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sothe numbersu0,u1,u2, . . . ,uN−1 are roots of unity.

Putting everything together, we have foundN distinct solutionsof the equationxN = 1, which
means that we have foundN distinctzerosof the polynomialxN−1. By the Fundamental Theorem
of Algebra, it follows that this polynomialfactorsas:

xN − 1 = (x− u0) (x− u1) (x− u2) · · · (x− uN−1) ,

thusu0,u1,u2, . . . ,uN−1 arethe onlysolutionsof xN − 1 = 0. �

CLARIFICATIONS. Roots of unity are alwaysunimodular. No matter whatN is, we see the the
first numberu0 produced by formula (5.3.8) isalways equal to1.

For smallN , the roots of unity can be easily found directly, by solving the power equation
xN = 1 algebraically. For instance, thesquare roots of unity(the caseN = 2) are simply±1. For
larger values ofN , although it might still be possible to solve the power equation algebraically, the
trigonometric approach might work a little faster.

Example 5.3.3. Thecubic roots of unity, which correspond toN = 3, are:

u0 = cos
2 · 0 · π

3
+ i sin

2 · 0 · π
3

= cos 0 + i sin 0 = 1;

u1 = cos
2 · 1 · π

3
+ i sin

2 · 1 · π
3

= cos
2π

3
+ i sin

2π

3
= −1

2
+

√
3

2
i;

u2 = cos
2 · 2 · π

3
+ i sin

2 · 2 · π
3

= cos
4π

3
+ i sin

4π

3
= −1

2
−
√
3

2
i.

These same numbers can also be obtained by solving the equationx3 − 1 = 0 using the factoring
formula for difference of cubes:

(x− 1)(x2 + x+ 1) = 0.

Example 5.3.4. Thequartic (4th) roots of unityare:

u0 = cos
2 · 0 · π

4
+ i sin

2 · 0 · π
4

= cos 0 + i sin 0 = 1;

u1 = cos
2 · 1 · π

4
+ i sin

2 · 1 · π
4

= cos
π

2
+ i sin

π

2
= i;

u2 = cos
2 · 2 · π

4
+ i sin

2 · 2 · π
4

= cos π + i sin π = −1

u3 = cos
2 · 3 · π

4
+ i sin

2 · 3 · π
4

= cos
3π

2
+ i sin

3π

2
= − i.
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The General Roots Theorem

If N ≥ 2 is an integer, andw is somenon-zerocomplex number, then there areexactlyN
distinct roots ofw. Furthermore:
I. If z is oneparticular root, thenall roots are of the form

zu0, zu1, . . . , zuN−1, (5.3.9)

whereu0,u1,u2, . . . ,uN−1 are theN th roots of unity.

II. If θ is an argument forw, then:

(A) oneparticularN th root ofw is the number:N
√
|w|

(
cos

θ

N
+ i sin

θ

N

)
;

(B) all theN distinctN th roots ofw can be listed asz0, z1, z2, . . . , zN−1, with the
numbers given by the formula:

zk =
N

√
|w|
(
cos

θ + 2kπ

N
+ i sin

θ + 2kπ

N

)
, k = 0, 1, 2, . . . , N − 1. (5.3.10)

Proof. Statement I is pretty clear, because, as we argued in the Roots of Unity Theorem, the
polynomialxN − w can only have at mostN distinct zeros, and ifz is one of them, then so are
zu0, zu1, . . . , zuN−1, simply because

(zuk)
N = zN (uk)

N = w · 1 = w.

(Of course, since theu’s are all distinct, so will be the numberszu0, zu1, . . . , zuN−1.)

For statement II.(i), we simply use De Moivre’s Formula:

[
N

√
|w|

(
cos

θ

N
+ i sin

θ

N

)]N
=
(

N

√
|w|
)N (

cosN
θ

N
+ i sinN

θ

N

)
=

= |w| (cos θ + i sin θ) = w.

Statement II.(ii) follows now from statement I, because we know that every root is of the form
zuk (wherezuk is the particular one constructed above), and by the ProductFormula (5.2.10) we
can obviously write

zuk =

[
N

√
|w| cis θ

N

]
·
[
cis

2kπ

N

]
= N

√
|w| cis

(
θ

N
+

2kπ

N

)
= zk ��

In choosing an argumentθ for w, we have quite a bit of freedom. For example, we can
chooseτ , theprincipal argumentfor w, but we can also chooseθ to be of the form “τ plus some
multiple of 2π.” If we choose two different arguments, the formula (5.3.10) will work slightly
differently, but in the end will produce theexact same numbers, possibly listed differently. Example
5.3.5 below illustrates this phenomenon.

Example 5.3.5. Suppose we want to compute thecubic rootsof w = −8i.
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−8 i

θ = −π
2

θ′ = 3π
2

Figure 5.3.2

Pictorially, we can easily find the modulus|w| = 8 and principal argumentθ = − π

2
. The

above picture shows another valid argument, in the formθ′ =
3π

2
.

Using formula (5.3.10) withθ = − π

2
, the three cubic roots of−8i are:

z0 =
3
√
8

(
cos
−π

2
+ 2 · 0 · π
3

+ i sin
−π

2
+ 2 · 0 · π
3

)
= 2

(
cos
(
− π

6

)
+ i sin

(
− π

6

))
=

= 2

(√
3

2
− 1

2
i

)
=
√
3− i;

z1 =
3
√
8

(
cos
−π

2
+ 2 · 1 · π
3

+ i sin
−π

2
+ 2 · 1 · π
3

)
= 2

(
cos

π

2
+ i sin

π

2

)
= 2i;

z2 =
3
√
8

(
cos
−π

2
+ 2 · 2 · π
3

+ i sin
−π

2
+ 2 · 2 · π
3

)
= 2

(
cos

7π

6
+ i sin

7π

6

)
=

= 2

(
−
√
3

2
−1
2
i

)
= −
√
3− i.

What happens if instead ofθ we useθ′ =
3π

2
? Using this value, formula (5.3.10) produces the

following values:

z′

0 =
3
√
8

(
cos

3π
2
+ 2 · 0 · π

3
+ i sin

3π
2
+ 2 · 0 · π

3

)
= 2

(
cos

π

2
+ i sin

π

2

)
= 2i;

z′

1 =
3
√
8

(
cos

3π
2
+ 2 · 1 · π

3
+ i sin

3π
2
+ 2 · 1 · π

3

)
= 2

(
cos

7π

6
+ i sin

7π

6

)
=

= 2

(
−
√
3

2
−1
2
i

)
= −
√
3− i;

z′

2 =
3
√
8

(
cos

3π
2
+ 2 · 2 · π

3
+ i sin

3π
2
+ 2 · 2 · π

3

)
= 2

(
cos

11π

6
+ i sin

11π

6

)
=

= 2

(√
3

2
−1
2
i

)
=
√
3− i.
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As we see, we get the exact same three numbers:
√
3− i, −

√
3− i, and2 i, except that they

appear in different order.
Finally, there is yet a third way to find our roots, using one particular rootz = 2 i, by combining

statement II.(i) from the General Roots Theorem, with what we already know the cubic roots of
unity which we found in Example 5.3.3. So our roots can also becomputed as:

zu0 = (2 i) · 1 = 2 i;

zu1 = (2 i) ·
(
−1
2
+

√
3

2
i

)
= −
√
3− i;

zu2 = (2 i) ·
(
−1
2
−
√
3

2
i

)
=
√
3− i.

Example 5.3.6. Suppose we want to find all (real and complex) solutions of theequation

x8 + 15x4 − 16 = 0. (5.3.11)

We start off by making the substitutionx4 = w, after which our equation becomes:

w2 + 15w − 16 = 0. (5.3.12)

Using the Quadratic Formula, the above can be easily solved:

w =
−15±

√
152 − 4 · 1 · (−16)
2 · 1 =

−15 ±
√
289

2
=
−15± 17

2
,

so we have two solutions

w1 =
−15− 17

2
= −32

2
= −16; w2 =

−15 + 17

2
=

2

2
= 1.

With each one of these two solutions we will go back to our substitution.
The first solution of (5.3.12), which isw1 = −16, yields (by going back to the substitution)

the equationx4 = −16.

−16

θ = π

Figure 5.3.3
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Pictorially, we can easily find the modulus|w1| = 16 and principal argumentθ = π. Using
formula (5.3.10), the four quartic roots of−16 are:

z0 =
4
√
16

(
cos

π + 2 · 0 · π
4

+ i sin
π + 2 · 0 · π

4

)
= 2

(
cos
(π
4

)
+ i sin

(π
4

))
=

= 2

(√
2

2
+

√
2

2
i

)
=
√
2 +
√
2i;

z1 =
4
√
16

(
cos

π + 2 · 1 · π
4

+ i sin
π + 2 · 1 · π

4

)
= 2

(
cos
(3π
4

)
+ i sin

(3π
4

))
=

= 2

(
−
√
2

2
+

√
2

2
i

)
= −
√
2 +
√
2i;

z2 =
4
√
16

(
cos

π + 2 · 2 · π
4

+ i sin
π + 2 · 2 · π

4

)
= 2

(
cos
(5π
4

)
+ i sin

(5π
4

))
=

= 2

(
−
√
2

2
−
√
2

2
i

)
= −
√
2−
√
2i;

z3 =
4
√
16

(
cos

π + 2 · 3 · π
4

+ i sin
π + 2 · 3 · π

4

)
= 2

(
cos
(7π
4

)
+ i sin

(7π
4

))
=

= 2

(√
2

2
−
√
2

2
i

)
=
√
2−
√
2i.

The second solution of (5.3.12) isw2 = 1, which (by going back to our substitution) yields the
equationx4 = 1, which has as solutions the quartic roots of unity, so based on what we found out
in Example 5.3.4, these solutions will be±1 and±i.

CONCLUSION: Our equation (5.3.11) haseight solutions:
(i) The solutions ofx4 = −16, which are: z0 =

√
2 +
√
2i, z1 = −

√
2 +
√
2i, z2 =

−
√
2−
√
2i, z3 =

√
2−
√
2i, together with

(ii) The solutions ofx4 = 1, which are:u0 = 1, u1 = i, u2 = −1, u3 = − i.

Application: Complex Square Roots Formula
Using the General Roots Theorem, we can now devise a method for computingsquare rootsof

complex numbers. To be more specific, suppose we start with some complex numberw, and we
want to solve the power equation:x2 = w. Assume, for simplicity, thatw is notreal. (The case
whenw is real will be treated separately.) According to the recipe set forth by statement II.(i) from
the General Roots Theorem, we only need to findoneroot, for which we only need one argument
for w. The easiest choice is theprincipal argument, which is given as:

θ = (sign ofImw)arccos

(
Rew
|w|

)
,

which by construction satisfies

cos θ =
Rew
|w| . (5.3.13)



CHAPTER 5. APPLICATIONS OF TRIGONOMETRY IN ALGEBRA 233

By construction (recall thatw is assumed to be not real), we also know that the principal argument
θ sits in the interval(−π, π), soθ/2 sits in the interval(−π/2, π/2). In particular, by the Half-
Angle Formulas, the principal argumentθ will satisfy:

cos (θ/2) =

√
1

2

(
1 + cos θ

)
=

√
1

2

(
1 +

Rew
|w|

)
.

As for sin (θ/2), again by the Half-Angle ormulas, its value will depend on the sign ofImw, as
follows:
• If Imw < 0, thenθ/2 sits in the interval(−π/2, 0), thus:

sin (θ/2) = −
√

1

2

(
1− cos θ

)
= −

√
1

2

(
1− Rew

|w|

)

• If Imw > 0, thenθ/2 sits in the interval(0, π/2), thus:

sin (θ/2) =

√
1

2

(
1− cos θ

)
=

√
1

2

(
1− Rew

|w|

)

Therefore, the unified formula forsin (θ/2) is:

sin (θ/2) = (sign ofImw)

√
1

2

(
1− Rew

|w|

)
.

Using the General Roots Theorem, we now obtain the following.

Complex Square Roots Formula

If w is a complex number which isnon-real, then the two square roots ofw are±z, where

z =

√
|w|+ Rew

2
+ (sign ofImw) i

√
|w| − Rew

2
. (5.3.14)

If w is a complex number which isreal, then its square roots are:
(i) ±√w, if w ≥ 0;

(ii) ±i
√
|w|, if w < 0.

CLARIFICATION . The real case is pretty obvious. As for the non-real case, all we have to use
is the General Roots Theorem, which provides us with a particular square root:

z =
√
|w|
[
cos(θ/2) + i sin(θ/2)

]
=

=
√
|w|
[√

1

2

(
1 +

Rew
|w|

)
+ (sign ofImw) i

√
1

2

(
1− Rew

|w|

)]
=

=

√
|w|+ Rew

2
+ (sign ofImw) i

√
|w| − Rew

2
.
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Example 5.3.7.Suppose we want to find the two square roots ofw = −12−16 i.
Our number hasRew = −12 andImw = −16, so its modulus is:

|w| =
√

(Rew)2 + (Imw)2 =
√
(−12)2 + (−16)2 =

√
144 + 256 =

√
400 = 20.

SinceImw is negative, using (5.3.14), it follows thatoneof the square roots ofw is:

z =

√
20− 12

2
− i

√
20− (−12)

2
=
√
4− i

√
16 = 2− 4 i.

Of course, the other square root ofw is:

−z = −(2− 4 i) = −2 + 4 i.

It is worth pointing out here that these roots were also computed in Example 5.1.4 from Section 5.1,
with considerable effort. The calculation shown here demonstrates the efficiency of the General
Root Theorem.

Exercises
In Exercises 1-6 you are asked to use De Moivre’s Theorem to carry one certain power calcu-

lations.

1. Compute(
√
3 + i)8.

2. Compute(
√
3− i)10.

3. Compute(1 +
√
3i)6.

4. Compute(1−
√
3i)8.

5. Compute(1 + i)6.

6. Compute(1− i)12.

In Exercises 7-14 you are asked to find all the specified root ofcertain real or complex numbers.

7. Find all6th roots of unity.

8. Find all8th roots of unity.

9. Find all cubic roots27.

10. Find all cubic roots27i.

11. Find all quartic roots−256.

12. Find all6th roots of−64.

13. Find all square roots−4i.

14. Find all square roots3− 4i.
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In Exercises 15-19 you are asked to find all (real and complex)solutions of the given equation.

15. x4 − 3x2 − 4 = 0.

16. x6 + 7x3 − 8 = 0.

17. x6 − 26x3 − 27 = 0.

18. x8 − 97x4 + 1296 = 0.

19. x12 − 9x6 + 8 = 0.





Chapter 6

Applications of Trigonometry in Analytic Ge-
ometry

In this Chapter we discuss applications of Trigonometry to Analytic Geometry, specifically
to the classification of the curves represented byquadratic equationsin two variables, which are
those of the form:

Ax2 +Bxy + Cy2 +Dx+ Ey + F = 0, (6.0.1)

whereA,B,C,D,E, F are constants.
As it turns out, all curves that are presented by such equations can be presented geometrically

asconic sections, which are obtained by “slicing” a (double) cone

Figure 6.0.1

with a plane. When the “slicing” planedoes not contain the tip of the double cone, the possible
shapes of the section can be as follows:

(A) circle (B) ellipse (C) parabola (D) hyperbola

Figure 6.0.2

In cases (A) and (B) the section is aclosed curve. Except for case (A), when the “slicing” plane is
perpendicular to the cone axis, the resulting curve that arises in case (B) is what we call anellipse.
In case (C), which occurs when the “slicing” plane isparallel to one of the cone generators, the
section consists of anon-closed single piece curve, which we call aparabola. In the remaining
case (D), we see atwo-piecesection, which we call ahyperbola. The four types of curves obtained
this way are callednon-degenerate conics.

The exceptional cases, in which the set of points given by equation (6.0.1) is of neither one of
the above forms, are as follows:

237
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(i) no points whatsoever, for examplex2 + 1 = 0;
(ii) a single point, for examplex2 + y2 = 0;

(iii) one line, for examplex2 = 0;
(iv) two intersecting lines, for examplex2 − y2 = 0;
(v) two parallel lines, for examplex2 − 1 = 0.

All of these exceptional curves are calleddegenerate conics. (Some of them, such as (ii), (iii) and
(v), can in fact be presented as honest conic sections, by using “slicing” planes that pass through
the tip of the cone. However, cases (i) and (v) cannot be presented this way.)

Proving that all conics are represented by quadratic equations of the form (6.0.1) is quite tech-
nical, thus will be omitted it from this text, as we will not need it. Instead, our focus will be to
understand thegeometryof curves given by quadratic equations, particularly theirshapes. In the
first three Sections in this Chapter we will analyze the threetypes of curves (which correspond to
thenon-degeneratecases (A)-(C) above) directly, without any reference to their presentations as
conic sections. For awhile, we will only deal withspecialquadratic equations, which are those that
haveB = 0. For this type of analysis we will not need any Trigonometry.However, Trigonometry
will play a key role when we will considergeneralquadratic equations, as explained in Section
6.4, as well as in Section 6.5, where we will learn a bit about polar equations.�

Since we are dealing quite a bit with quadratic equations, the reader is suggested to review
theeasy square completion identity

at2 + bt+ c = a

(
t+

b

2a

)2

− D

4a
. (6.0.2)

(In the above formula, the symbolt designates somevariable, andD = b2 − 4ac is thediscrim-
ininant.)

The best way to introduce a “nice” curve is to define it as ageometric locus, that is, as aset
of points that share a common geometric property. One such example of a geometric locus is for
instance acircle.

6.1 Parabolas

Most of the readers have seen the word “parabola” as used to describe graphs of quadratic
functions, thus given by equations of the formy = ax2 + bx + c, wherea, b, c are constants, with
a 6= 0. In this section we will learn a lot more about such curves, inparticular about their geometry.

Geometric Definition of Parabolas
As ageometric locus, a parabola is defined as follows.

Given alineD , and somepointF not sitting onD , theparabola with focusF and directrix
D is theset of all pointsP in the plane, that are at equal distance fromF andD , that is,

dist(P, F ) = dist(P ,D). (6.1.1)

CLARIFICATIONS. As we shall soon see, if we know that a given curveP is a parabola, then
its focus and directrix are uniquely determined.

If we where to draw a parabola, the complete figure, which includes both the focus and the
directrix, should look as shown in the figure below.
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D

F

P

V

Figure 6.1.1

In the figure aboveP marks a typical point on the parabola. Among all points on theparabola,
there is distinguished one, called thevertex, which is the point on the parabola, which is closest
to the directix. In Figure 6.1.1 above, the vertex is marked asV . By definition, the vertex is
half-way between the focus and the directrix. The line that passes through both the focus and the
vertex, which is also theline that passes through the focus and is perpendicular to the directrix, is
referred to as thefocal axisof the parabola. It is more-or-less obvious thatthe focal axis is a line
of symmetry for the parabola.

(Optional) Tangent Lines and the Reflective Properties
Using the geometric definition, we can neatly describe thetangent lineto a parabola, which

goes as follows.
Suppose we have a parabolaP with focusF and directrixD , and we fix some pointP on the

parabola. By definition, if we takeQ to be the projection ofP onD , we know that

dist(P, F ) = dist(P,D) = dist(P,Q). (6.1.2)

Tangent Line Theorem

With the set-up as above, theperpendicular bisector ofFQ is tangent to the parabolaP at
the pointP .

D

P

T

F
P

Q

R

Figure 6.1.2

Proof. Let T denote perpendicular bisector ofFQ. First of all, sinceF does not sit onD , it
follows thatT is never perpendicular toD . Secondly, by (6.1.2), the pointP clearly sits onT ,
thereforeT intersectsP at least once: at the pointP . All that remains to be proved is the fact
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thatT does not intersectP at any other point distinct fromP . Pick an arbitrary pointR on T ,
which is distinct fromP . By construction (of the perpendicular bisector), we know that

dist(R,F ) = dist(R,Q) ≥ dist(R,D). (6.1.3)

Note that the last inequality in (6.1.3) isstrict, unlessQ coincides with the projection ofR on D .
However, if this coincidence takes place, then it would force the lineL to be perpendicular toD ,
which is impossible. Since dist(R,F ) > dist(R,D), it follows thatR cannot sit onP, and the
proof is complete. �

CLARIFICATION . With the same set-up as above, the three angles markedβ, β ′ andα, formed
by the tangent lineT with the perpendicular line toD passing throughP , and with the line passing
throughF andP , are all congruent.

D

P

T

F
P

Q

β

β′

α

Figure 6.1.3

The congruence betweenβ andβ ′ is obvious, because they represent opposite angles. The fact that
the angles markedβ ′ andα are congruent, follows from the Tangent Line Theorem, whichimplies
thatT is the angle bisector of the angle∠FPQ.

One way to interpret the congruence betweenα andβ is to state it as a pair ofreflectiveprop-
erties.

P

T

F
P

β

α

P

T

F
P

β

α

Figure 6.1.4
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Reflective Properties of Parabolas

If we think a parabola as a (reflective) wall, then it has the following features.
I. Once aray that emanates from the focushits the parabola, its reflection is aray inside

the parabola, which is parallel to the focal axis.

II. Once aray inside the parabola, which is parallel to the focal axishits the parabola, its
reflection is aray that passes through the focus.

The reflective properties are used in many applications. Property I is used for designing au-
tomobile headlights, sound speakers, and concert halls. Property II is used for designing satellite
antennas.

Parabolas in Standard Position and their Equations
We say that a parabolaP is in standard position, if either
(A) P hashorizontal directrix– which is the same as saying thatP has avertical focal axis,

or
(B) P hasvertical directrix– which is the same as saying thatP has ahorizontal focal axis.

By easy geometric considerations, it is pretty clear thatany parabola can be obtained by rotating a
standard position parabola. We will clarify this issue later, in Section 6.4, so for now we will only
be concerned with parabolas that are in standard position. It is also clear theany standard position
parabola is obtained by translating a standard position parabola which has the origin as vertex.
We refer to this special type of parabolas as the “easy” parabolas, because their equations are not
difficult to obtain.

Assume, for instance, we have an “easy” parabola, withhorizontal directrix. In particular, it
follows that the focal axis (which is perpendicular to the directrix) coincides with they-axis, so
the focus of such a parabola is of the formF (0, p), for some real numberp 6= 0. Also, since the
directrixD is horizontal, and the vertex (in this special case, the origin) is half-way betweenF and
D , if follows that the directrix has equationD : y = −p. With this set-up, for any pointP (x, y),
the distances toF andD are very easy to compute:

dist(P, F ) =
√
(x− 0)2 + (y − p)2 =

√
x2 + (y − p)2;

dist(P,D) =
√
(x− x)2 + (y − (−p))2 =

√
(y + p)2 = |y + p|.

(The second formula follows from the fact that, for any pointP (x, y), its projectionQ on D –
which helps us computedist(P,D) = dist(P ,Q), has coordinatesQ(x,−p).) So now the geomet-
ric definition of the parabola (with has focusF and directrixD) will make its equation be:

√
x2 + (y − p)2 = |y + p|,

which by taking squares is the same as:

x2 + (y − p)2 = (y + p)2.

Of course, by computing the squares on both sides, the above equation is same as:

x2 + y2 − 2py + p2 = y2 + 2py + p2,
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which is equivalent to:

x2 = 4py. (6.1.4)

A similar calculation can be done in the case of an “easy” parabola withvertical directrix, and
the equation will have the form:

y2 = 4px, (6.1.5)

where now the focus isF (p, 0) and the directrix has equationD : x = −p.
As for the standard position parabolas, which have the vertex at an arbitrary location, say

V (xV , yV ), the equations will be either (6.1.4) or (6.1.5), with
(⋆) x replaced byx− xV , andy replaced byy − yV .

These findings are summarized as follows.

Equations of Parabolas in Standard Position

Assume a parabolaP is in standard position, and has vertexV (xV , yV ) and focus
F (xF , yF ). Then, depending on the directrix (or focal axis) orientation, the equation of
P has one of the following forms.
(A) If the parabolaP hashorizontal directrixD : y = yD (or equivalently,vertical focal

axis), thenP can be presented by an equation of the form

(x− xV )2 = 4p(y − yV ), (6.1.6)

where:
• the focus has coordinatesxF = xV andyF = yV+p;
• the significant coordinate of the directrix isyD = yV−p.

(B) If the parabolaP hasvertical directrixD : x = xD (or equivalently,horizontal focal
axis), thenP can be presented by an equation of the form

(y − yV )2 = 4p(x− xV ), (6.1.7)

where:
• the focus has coordinatesyF = yV andxF = xV +p;
• the significant coordinate of the directrix isxD = xV−p.

The coefficientp that appears in the above equations will be called thefocal parameter. Its
absolute value is of course

|p| = dist(V, F ) = dist(V,D) = 1
2
dist(F,D)

is what we call thefocal distance.

Finding Equations of Parabolas from Geometric Data

Based on the information we have concerning the form of the equations of a standard position
parabola, we can find these equations solely based on geometric data. In other words, we are able
to solve the following type of problem.
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Geometric-to-Analytic Problem

Given (enough) geometric information about a parabola, findits equation.

In all instances of this problem, we will be giventwo of the following elements: vertex, direc-
trix, focus. As for the methodology of solving the above Geometric-to-Analytic Problem, the key
steps are:

I. Determine theorientation, that is, figure out if the directrix (or focal axis) is eitherhori-
zontal or vertical. If thedirectrix is already given, this is easy to figure out. If the vertex
and focus are given, then we can clearly determine to orientation of thefocal axis.

II. Find the focal parameterp, which is needed in either form of the equation. The easy way
to figure this out is to think ofp as having to do with thedisplacementsneeded to travel
from D to V , and fromV to F . Both of these moves take place along thefocal axis, so
only one coordinate will change:
• If the focal axis ishorizontal, only thex-coordinate will change, thus

p = xV − xD = xF − xV = 1
2
(xF − xD) .

• If the focal axis isvertical, only they-coordinate will change, thus

p = yV − yD = yF − yV = 1
2
(yF − yD) .

III. Compute the coordinates of thevertex. If the vertex is not given already, all we have to do
here is to use the fact thatthe vertex is half-way between the focus and the directrix.

Example 6.1.1. Suppose we want to find the equation of a parabola with directrix D : x = 2
and vertexV (4, 1).

D

2

V

4

1

Figure 6.1.5

Since the directrixD is clearly vertical, the equation will have to match (6.1.7). Also, since we
are already given the vertex, we know thatxV = 4 andyV = 1, so if we match this information
with (6.1.7), our provisional equation is:

(y − 1)2 = 4p(x− 4). (6.1.8)

As for the focal parameterp, we simply use the coordinates that change on the focal axis,when we
move fromD to xV , so:

p = xV − xD = 4− 2 = 2,
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so when we go back to (6.1.1), our equation becomes(y − 1)2 = 4 · 2(x − 4), which is the same
as:

(y − 1)2 = 8(x− 4).

Example 6.1.2. Suppose we want to find the equation of a parabola with directrix D : y = 1
and focusF (1, 0).

D1

1 F

V1

2

Figure 6.1.6

Since the directrixD is clearly horizontal, the equation will have to match (6.1.6). Clearly,
as the vertex is half-way between the focusV (1, 0) and the directrixD : y = 1, it is pretty clear
that

• the vertex isV
(
1,

1

2

)
, and

• p = yV − yD =
1

2
− 1 = −1

2
.

When we plug all this information in (6.1.6), our equation becomes(x − 1)2 = 4
(
− 1

2

)(
y − 1

2

)
,

which is the same as:
(x− 1)2 = −2y + 1.

From Equations to Geometry
The Geometric-to-Analytic Problem discussed earlier can be reversed, so we can also consider

the following.

Analytic-to-Geometric Problem

Given the equation of a parabola, obtain all geometric information about the parabola.

By “playing” a little bit with the equations of standard position parabolas, it is pretty clear
that each one of these equations can be presented in one of thefollowing specialized forms of the
general quadratic equation (6.0.1):

Ax2 +Dx+ Ey + F = 0, with A,E 6= 0

or

Cy2 +Dx+ Ey + F = 0, with C,D 6= 0
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Upon dividing by the coefficient to the variable that is not squared, it follows that these equations
can be reduced to nicer ones, which are of one of the followingtwo forms:

y = ax2 + bx+ c (6.1.9)

or

x = ay2 + by + c, (6.1.10)

with a 6= 0. Of course, bysquare completion, the equation (6.1.9) can be rewritten asy =
a(x−h)2+ k, which will match (6.1.6). Likewise, (6.1.10) can be rewritten asx = a(y− k)2+h,
which will match (6.1.7). These findings are summarized as follows.

Parabolas Given by Function-Like Equations

I. An equation of the form

y = ax2 + bx+ c (6.1.11)

always represents a a parabola withvertical focal axis– equivalently, withhorizontal
directrix. Moreover, if after completing the squares, we re-write this equation in the
form

y = a(x− h)2 + k, (6.1.12)

then the coordinates of thevertexare preciselyxV = h andyV = k.

II. An equation of the form

x = ay2 + by + c (6.1.13)

always represents a a parabola withhorizontal focal axis– equivalently, withvertical
directrix. Moreover, if after completing the squares, we re-write this equation in the
form

x = a(y − k)2 + h, (6.1.14)

then again, the coordinates of thevertexare preciselyxV = h andyV = k.

In either case, the focal parameterp and the coefficienta (hereafter referred to as theshape
parameter) are related by the identities

a =
1

4p
; p =

1

4a
. (6.1.15)

Example 6.1.3.Consider the equation

x = 2y2 + 16y − 4

and let us find all geometric information of the parabola it represents: focus, vertex and directrix.
We start off by completing squares in the right-hand side. When we concentrate on the terms

that containy, using the easy square completion identity we can write

2y2 + 16y = 2(y + 4)2 − 32,

so if we go back to our original equation, the right-hand sidecan be written as2(y+4)2−32−4 =
2(y + 4)2 − 36, so now our equation is:

x = 2(y + 4)2 − 36.

Of course, this equation matches case II above, so based on the above fact it follows that:
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(i) Our parabola hashorizontal focal axis.
(ii) The vertex of the parabola isV (−36,−4). (Be careful here!The termy + 4 matches

y − k, sok = −4. The term−36 matchesh, soh = −36.)
(iii) Using (6.1.15) the focal coefficient is

p =
1

4a
=

1

4 · 2 =
1

8
.

(iv) Since the focal axis is horizontal, the coordinates of the focus satisfyxF = xV + p =

−36 + 1

8
= −287

8
, andyF = yV = −4. In other words, the focus is:F

(
− 287

8
,−4

)
.

(v) The directrix (which is vertical) has significant coordinatexD = xV − p = −36 − 1

8
=

−289
8

, so the directrix has equation

D : x = −289
8
.

Exercises
In Exercises 1-13 you are asked to find the equation of the parabola based on the given infor-

mation.

1. VertexV (2, 2); focusF (−4, 2).

2. VertexV (−2, 2); focusF (−4, 2).

3. VertexV (1,−1); focusF (1, 7).

4. VertexV (−2,−3); focusF (−2,−5).

5. FocusF (2, 3); directrix: y = 1.

6. FocusF (2,−2); directrix: y = 1.

7. FocusF (1, 1); directrix: x = −3.

8. FocusF (−5, 2); directrix: x = 1.

9. VertexV (−4, 3); directrix: y = 4.

10. VertexV (6, 1); directrix: x = 1.

11. VertexV (2,−3); directrix: x = 5.

12. VertexV (2,−3); vertical focal axis; parabola passes throughP (4, 4).

13. VertexV (2,−3); horizontal focal axis; parabola passes throughP (4, 4).

In Exercises 14-19 you are given the equation of a parabola, and are asked to
(i) indicate focal axis orientation;
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(ii) find the vertex;
(iii) find the focus;
(iv) find the directrix.

14. y = x2 − 6x+ 5.

15. y = −1
2
x2 + 3x+ 1.

16. y = −1
4
x2 + 6x− 2.

17. x = 1
4
y2 − y.

18. x = −3
2
y2 + 3y − 1.

19. x = −y2 + 2y.

6.2 Ellipses

Ellipsesare certain sets of points which, in many aspects, resemble circles.

Geometric Definition of Ellipses
As ageometric locus, an ellipse is defined as follows.

Given two distinct pointsF , F ′ and some real number∆ > dist(F , F ′), theellipse with
foci F , F ′ and width ∆ is theset of all pointsP in the plane, that satisfy the equality

dist(P, F ) + dist(P, F ′) = ∆. (6.2.1)

CLARIFICATIONS. If we where to draw an ellipse, we could devise the followingmethod.
Attach the ends of a string of length∆ to the two pointsF andF ′, then using a pencil we stretch
the string to be completely tight, and we move the pencil by keeping the string tight at all times.

F

F ′

P

Figure 6.2.1

Besides the foci, a complete depiction of an ellipse should include several other important points,
which help us determine all its geometric features. Such a complete picture is shown in Figure
6.2.2 below, which includes several lines and points, whichare determined from thesymmetriesof
the ellipse, as follows.
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F
V

F ′
V ′

Z

M

M ′

 a

      c



b

Figure 6.2.2

(i) The line that passes through the fociF , F ′ of the ellipseis a line of symmetryfor the
ellipse, which we will refer to as themajor symmetry line. The points wherethe major
symmetry line intersects the ellipseare called thevertices (or themajor points) of the
ellipse. In Figure 6.2.2, the vertices are markedV andV ′. The line segmentV V ′ formed
by the vertices is called themajor axis (or thefocal axis) of the ellipse.

(ii) The the perpendicular bisector of the major axisis anotherline of symmetryfor the ellipse,
which we will refer to as theminor symmetry line. The points wherethe minor symmetry
line intersects the ellipseare called theminor points) of the ellipse. In Figure 6.2.2, the
minor points are markedM andM ′. The line segmentMM ′ formed by the minor points
is called theminor axis of the ellipse.

(iii) The point where the major and minor axes intersectis acenter of symmetryfor the ellipse,
which we will refer to as thecenterof the ellipse. In Figure 6.2.2, the center is markedZ.
It is pretty clear (by symmetry) thatthe center of the ellipse is the midpoint of each one of
the axesV V ′,MM ′, as well as the midpoint of the segmentFF ′ determined by the foci.

Once all (or some of the) pointsZ, F , F ′, V , V ′, M , M ′ are available, we can measure the
following shape parameters.
• themajor radius : a = dist(Z, V ) = dist(Z, V ′) = 1

2
dist(V , V ′);

• theminor radius : b = dist(Z,M) = dist(Z,M ′) = 1
2
dist(M,M ′);

• thefocal distance: c = dist(Z, F ) = dist(Z, F ′) = 1
2
dist(F , F ′).

All geometric features of an ellipse are encoded in the shapeparameters, as indicated in the fol-
lowing formula package.

Shape Parameter Formulas for Ellipses

If E is an ellipse with shape parametersa (major radius),b (minor radius) andc (focal
distance), then the following identities hold.
I. The Width Formula: the width∆ of the ellipse is equal to the length of the major axis,

that is,∆ = 2a;
II. The Focal Distance Formula:c2 = a2 − b2.

CLARIFICATION . To obtain the Width Formula, all we have to use is the fact that

∆ = dist(P , F ) + dist(P, F ′), (6.2.2)

for all pointsP on the ellipse. If we specialize (6.2.2) to a vertex, sayV , it follows that

∆ = dist(V , F ) + dist(V , F ′),
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and everything is pretty clear (see Figure 6.2.2), because we clearly have dist(V , F ) = a − c and
dist(V , F ′) = a + c.

To obtain the Focal Distance Formula, we specialize (6.2.2)to a minor point, sayM , we
obtain15

2a = ∆ = dist(M,F ) + dist(M,F ′) = 2 dist(M,F ),

thus dist(M,F ) = a. The desired formula now follows immediately from Pythagoras’ Theorem
applied to the right triangle△ZMF (with hypotenuseMF = a and legsMZ = b andZF = c),
which yields:a2 = b2 + c2.

It is pretty clear that the shape parameters completely determine all geometric features of an
ellipse. In particular, if two ellipses haveidentical shape parameters, then they arecongruent. (Of
course, by the Focal Distance Formula, it suffices to match only two of the shape parameters.)

Another way to look at an ellipse is to look at various ratios between its shape parameters.
Again, by the Focal Distance Formula, one ratio completely determines all other ratios, as shown
in formulas (6.2.6) below. The preferred ratio that one usesis:

e =
focal distance
major radius

=
c

a
, (6.2.3)

which is referred to as theeccentricity of the ellipse. It is pretty clear that the eccentricity of an
ellipse always satisfies the inequality:0 < e < 1. Also, straight from the definition, we have

c = ae, (6.2.4)

so when we replace this in the Focal Distance Formula, we geta2e2 = a2− b2, which immediately
yields

b = a
√
1− e2. (6.2.5)

In particular, the eccentricity determines the other two ratios involving the shape parameters:

b

a
=
√
1− e2;

c

b
=

e√
1− e2

. (6.2.6)

Using these calculations, it is pretty clear that the eccentricity determines all geometric features of
an ellipse,up to a dilation, so if two ellipses haveequal eccentricities, then they aresimilar.

At the beginning of this section we mentioned that ellipses resemblecircles. One can in fact
think circles asexceptionalellipses, which are those withzero eccentricity, in which the two foci
coincide(!) with the center. The shape parameters for such exceptional ellipses satisfya = b (=
radius of the circle) andc = 0. The only trouble with circles, thought as exceptional ellipses, is
that they do not have clearly defined major and minor axes, since every line passing through the
center is a line of symmetry. Other than this awkward anomaly, it is safe to think circles as ellipses.

(Optional) Tangent Lines and the Reflective Properties
Using the geometric definition, we can neatly describe thetangent lineto an ellipse, which

goes as follows.

15 The last equality is due to the fact thatM sits on the perpendicular bisector ofFF ′, thus dist(M,F ) =
dist(M,F ′).
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Suppose we have an ellipseE of width ∆, with foci F , F ′, and we fix some pointP on the
ellipse. Construct a pointQ on the line passing throughF andP , so thatFQ = ∆, andP lies on
the segmentFQ, as shown in Figure 6.2.3 below.

Tangent Line Theorem

With the set-up as above, theperpendicular bisector ofF ′Q is tangent to the ellipseE at the
pointP .

P

E

T Q
R

F F ′

Figure 6.2.3

Proof. Let T denote perpendicular bisector ofF ′Q. Since by construction we know that

dist(P, F ) + dist(P,Q) = dist(F ,Q) = ∆, (6.2.7)

using the definition of the ellipse as in (6.2.1), it follows that

dist(P , F ′) = dist(P ,Q). (6.2.8)

so the pointP clearly sits onT , thereforeT intersectsE at least once: at the pointP . All that
remains to be proved is the fact thatT does not intersectE at any other point distinct fromP .
Pick an arbitrary pointR onT , which is distinct fromP . On the one hand, by construction (of the
perpendicular bisector), we know that

dist(R,Q) = dist(R,F ′). (6.2.9)

On the other hand, by the triangle inequality, applied to△RFQ it follows that

dist(R,F ) + dist(R,Q) > dist(F ,Q). (6.2.10)

Using (6.2.9) and (6.2.7), the above inequality simply reads

dist(R,F ) + dist(R,F ′) > ∆, (6.2.11)

which clearly shows thatR cannot sit onE , thus completing the proof. �

CLARIFICATION . With the same set-up as above, the three angles markedβ, β ′ andα, formed
by the tangent lineT with the segmentsPF , PQ andPF ′, are all congruent.
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P

E

T Q

F F ′

β
β′

α

Figure 6.2.4

The congruence betweenβ andβ ′ is obvious, because they represent opposite angles. The fact that
the angles markedβ ′ andα are congruent, follows from the Tangent Line Theorem, whichimplies
thatT is the angle bisector of the angle∠F ′PQ.

One way to interpret the congruence betweenα andβ is to state it as areflectiveproperty.

P

E

T

F F ′

β
α

Figure 6.2.5

Reflective Property of Ellipses

If we think an ellipse as the (reflective) wall of a chamber, then, once aray that emanates
from one focushits the ellipse, its reflection is aray that passes through the other focus.

The reflective property of ellipses has many applications inultrasound therapy. If the ultra-
sound source is placed at a focus inside an elliptical chamber, then all ultrasound waves, which
bounce off the chamber wall, will concentrate at the other focus, where the particular spot that
needs treatment is placed. The same principle is used for radiation treatment of cancer tumors.

Ellipses in Standard Position and their Equations
We say that an ellipseE is in standard position, if either
(A) E hashorizontal major axis– which is the same as saying thatE has avertical minor axis,

or
(B) E hasvertical major axis– which is the same as saying thatE has ahorizontal minor axis.
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By easy geometric considerations, it is pretty clear thatany ellipse can be obtained by rotating a
standard position ellipse. We will clarify this issue later, in Section 6.4, so for now we will only
be concerned with ellipses that are in standard position. Itis also clear theany standard position
ellipse is obtained by translating a standard position ellipse which has its center at the origin. We
refer to this special type of ellipses as the “easy” ellipses, because their equations are not difficult
to obtain.

Assume, for instance, we have an “easy” ellipse, withhorizontal major axis. In particular, it
follows that the major symmetry line is thex-axis, so the foci will have coordinatesF (c, 0) and
F ′(−c, 0), while the vertices will have coordinatesV (a, 0) andV ′(−a, 0). With this set-up, for
any pointP (x, y), the distances toF andF ′ are:

dist(P, F ) =
√
(x− c)2 + (y − 0)2 =

√
x2 + c2 − 2cx+ y2;

dist(P , F ′) =
√
(x− (−c))2 + (y − 0)2 =

√
x2 + c2 + 2cx+ y2.

So now the geometric definition of the ellipse reads:
√
x2 + 2cx+ c2 + y2 +

√
x2 − 2cx+ c2 + y2 = 2a. (6.2.12)

When we subtract the second term from both sides, we get:
√
x2 + 2cx+ c2 + y2 = 2a−

√
x2 − 2cx+ c2 + y2, (6.2.13)

so when we square both sides, we obtain

x2 + 2cx+ c2 + y2 =
(
2a−

√
x2 − 2cx+ c2 + y2

)2
=

= 4a2 − 4a
√
x2 − 2cx+ c2 + y2 + x2 − 2cx+ c2 + y2.

Upon subtracting the left-hand side from the right-hand side and adding4a
√
x2 − 2cx+ c2 + y2

to both sides, we obtain:

4a
√
x2 − 2cx+ c2 + y2 = = 4a2 + x2 − 2cx+ c2 + y2 − (x2 + 2cx+ c2 + y2) = 4a2 − 4cx,

which by dividing everything by4 yields:

a
√
x2 − 2cx+ c2 + y2 = = a2 − cx. (6.2.14)

By squaring both sides of (6.2.14), we geta2(x2 − 2cx+ c2 + y2) = (a2 − cx)2, which reads:

a2x2 − 2a2cx+ a2c2 + a2y2 = a4 − 2a2cx+ c2x2. (6.2.15)

By moving all terms in from right- to left-hand side, except for a4, and movinga2c2 from left- to
right-hand side, the terms2a2cx cancel, so by grouping we now get

(a2 − c2)x2 + a2y2 = a4 − a2c2 = a2(a2 − c2). (6.2.16)

Using the Focal Distance Formula, we know thata2− c2 = b2, so the above equation simply reads

b2x2 + a2y2 = a2b2, (6.2.17)
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so upon dividing everything by the right-hand side and simplifying, we finally get:

x2

a2
+
y2

b2
= 1. (6.2.18)�

In the process of obtaining the equation (6.2.18), we used the squaringmethod twice.
Basically we converted from an equation of the form

√
♥ = # to its squared version:♥ = #2,

so we need to be concerned with the possibility that we may have addedextraneous solutions.
Concerning this possibility, all we have to notice here are the following two easy facts:

(i) For any fixed value ofx, the equation (6.2.17), which can be re-written as

y2 =
a2b2 − b2x2

a2
=

(
b

a

)2

(a2 − x2),

hasat most two solutions, namelyy = ± b
a

√
a2 − x2. Clearly solutions exist, only ifa2 ≥

x2, which is the same as|x| ≤ a. Specifically, the number of solutionsy of (6.2.17) is: (A)
two, if |x| < a; (B) one, if |x| = a; (C) none, if |x| > a.

(ii) For any fixed value ofx, there are again at most two values ofy that give rise to a point
P (x, y) on the ellipse, and the number of possible points matches exactly the cases (A),
(B), (C) above.

Since the process of deriving (6.2.18) from the original equation (6.2.12) does not increase the
number of solutionsy (for any givenx), these two equations are indeed equivalent.

A similar calculation can be obtained for an “easy” ellipse,with vertical major axis, and the
equation will have the form:

x2

b2
+
y2

a2
= 1. (6.2.19)

where now the foci will beF (0, c) andF ′(0,−c), while the vertices will have coordinatesV (0, a)
andV ′(0,−a).

As for standard position ellipses, which have the center at an arbitrary location, sayZ(xZ , yZ),
the equations will be either (6.2.18) or (6.2.19), with

(⋆) x replaced byx− xZ , andy replaced byy − yZ .
These findings are summarized as follows.

Equations of Ellipses in Standard Position

Assume an ellipseE is in standard position, with centerZ(xZ , yZ), major radiusa, minor
radiusb and focal distancec. Then, depending on the major (or minor) axis orientation, the
equation ofE has one of the following forms.
(A) If the ellipseE hashorizontal major axis(or equivalently,vertical minor axis), thenE

can be presented by an equation of the form
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(x− xZ)2
a2

+
(y − yZ)2

b2
= 1, (6.2.20)

and the ellipse has:
• vertices located at(xZ±a, yZ);
• foci located at(xZ±c, yZ);
• minor points located at(xZ , yZ±b).

(B) If the ellipseE hasvertical major axis(or equivalently,horizontal minor axis), thenE

can be presented by an equation of the form

(x− xZ)2
b2

+
(y − yZ)2

a2
= 1, (6.2.21)

and the ellipse has:
• vertices located at(xZ , yZ±a);
• foci located at(xZ , yZ±c);
• minor points located at(xZ±b, yZ).

Finding Equations of Ellipses from Geometric Data
Based on the information we have concerning the form of the equations of a standard position

ellipse, we can find these equations solely based on geometric data. In other words, we are able to
solve the following type of problem.

Geometric-to-Analytic Problem

Given (enough) geometric information about an ellipse, findits equation.

Unlike what we have seen in Section 6.1, this problem has manypossible instances. As for the
methodology of solving the above Geometric-to-Analytic Problem, the key steps are:

I. Determine theorientation, that is, figure out if the given information allows you to findthe
orientation of one of the axes. Using this information, start building the template for the
equation, which is either (6.2.20) or (6.2.21).

II. Locate thecenter. Remember that the center is the common midpoint of each of the axes,
as well as the midpoint of the segment determined by the foci.

III. Compute someshape parameters, based on the given information. Remember that each
one of the parametersa, b, c measures either a distance between two distinguished points,
or half of a length of a distinguished segment:
• The major radiusa is equal to thedistance from the center to either one of the vertices;

equivalentlya is equal tohalf the distance between the vertices. The major radiusa is
also equal to thedistance between any focus and any minor point.
• The minor radiusb is equal to thedistance from the center to either one of the minor

points; equivalentlyb is equal tohalf the distance between the minor points.
• The focal distancec is equal to thedistance from the center to either one of the foci;

equivalentlyc is equal tohalf the distance between the foci.
Since for building the equation, we only needa2 andb2, in case one of them is missing, but
we are able to find either the focal distancec, or the eccentricitye, we can use the Focal
Distance Formula, or the eccentricity formulas:
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• a2 = b2 + c2 =
c2

e2
=

b2

1− e2
;

• b2 = a2 − c2 = a2(1− e2) =
c2(1− e2)

e2
.

Example 6.2.1. Suppose we want to find the equation of an ellipse with vertices V (−2, 1)
andV ′(−2, 5), and one focus atF (−2, 2).

Since the vertices, have equalx-coordinates, they lie on the vertical linex = −2. In particular,
our ellipse will havevertical major axis, so its equation looks like

(x− xZ)2
b2

+
(y − yZ)2

a2
= 1, (6.2.22)

Since the centerZ is the midpoint of the segment determined by the vertices, itwill also lie on
the the vertical linex = −2, so thex-coordinate of the center will bexZ = −2. As for the
y-coordinate of the center, it will be equal to the average of they-coordinates of the vertices, so:

yZ = 1
2

(
1 + 5

)
= 1

2
· 6 = 3.

V

−2

1

V ′
5

F 2

Z 3

Figure 6.2.6

Using the centerZ(−2, 3) and of one vertex, sayV (−2, 5) it is clear that the major radius is:

a = dist(Z, V ) = 2.

Using the centerZ(−2, 3) and the given focusF (−2, 2) it is clear that the focal distance is:

c = dist(Z, F ) = 1.

Using the Focal Distance Formula, the minor radiusb satisfies

b2 = a2 − c2 = 22 − 12 = 4− 1 = 3.

Now we have all ingredients needed to fill in the template (6.2.22), so our equation becomes:

(x+ 2)2

3
+

(y − 3)2

4
= 1. (6.2.23)

(The numerator of the first fraction in (6.2.22) is(x − xZ)
2 = (x − (−2))2 = (x+ 2)2; the

numerator of the second fraction in (6.2.22) is(y − yZ)2 = (y − 3)2.)

From Equations to Geometry
The Geometric-to-Analytic Problem discussed earlier can be reversed, so we can also consider

the following.
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Analytic-to-Geometric Problem

Given the equation of an ellipse, obtain all geometric information about the ellipse.

By “playing” a little bit with the equations of standard position ellipses, it is pretty clear that
these equations can be presented in the following special form of the general quadratic equation
(6.0.1) which looks like:

Ax2 + Cy2 +Dx+ Ey + F = 0, with A andC non-zero numbers with same sign. (6.2.24)

An equation of this form is called astandard elliptic equation. Usingsquare completion, any
standard elliptic equation can be studied as follows

Standard Elliptic Equation Analysis

Any standard elliptic equation (6.2.24) can be transformedby square completion into and
equation of the form

A(x− h)2 + C(y − k)2 =M, with A andC non-zero numbers with same sign. (6.2.25)

Depending of the sign of the right-hand sideM , the equation (6.2.25) represents one of the
following curves.

(A) If M = 0, then (6.2.25) representsone point:(h, k).
(B) If M 6= 0 and hasopposite sign toA (andC), then (6.2.25) representsthe empty set:

there is no point satisfying it.
(C) If M 6= 0 and hassame sign asA (andC), then (6.2.25) represents either acircle, or

anellipse in standard position, with centerZ(h, k). More specifically:
(C1) If A = C, then (6.2.25) represents acircle of radiusR =

√
M/A(=

√
M/C).

(C2) If A 6= C, then (6.2.25) represents anellipse in standard position,
with major radiusa = max

(√
M/A,

√
M/C

)
, and minor radiusb =

min
(√

M/A,
√
M/C

)
. In particular,

• if M/A>M/C, then the ellipse hashorizontal major axis;
• if M/A<M/C, then the ellipse hasvertical major axis.

CLARIFICATIONS. SinceA andC have same sign, it follows that the left-hand side of (6.2.25)
will either be

(i) zero, and this happens only when(x, y) = (h, k); or
(ii) a non-zero number with same sign asA (andC), when(x, y) 6= (h, k).

Based on this observation, cases (A) and (B) in the above analysis follow immediately. As for the
remaining case (C), all we have to observe is that, whenM 6= 0, the equation (6.2.25) can be easily
transformed (by dividing everything byM ) into

(x− h)2
M/A

+
(y − k)2
M/C

= 1, (6.2.26)

which clearly matches the equation of an ellipse (or circle).
In practice, when we are asked to determine the geometry of a curve represented by an elliptic

equation of the form (6.2.24), it is best if we carry on the following steps.
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I. Use square completion to transform (6.2.24) into (6.2.25) , then briefly analyze the equation
to decide if we are in one of the extreme cases (A) or (B).

II. Assuming we are in case (C), do a second transformation, to get to the form (6.2.26), and
match it with the equation of a standard position ellipse: either (6.2.20) or (6.2.21).

Example 6.2.2. Consider the standard elliptic equation

9x2 + 16y2 − 18x+ 64y − 503 = 0. (6.2.27)

and let us find all geometric information of the curve it represents: center, foci, vertices and minor
points.

We start off by completing squares in the left-hand side. When we concentrate on the terms
that containx, using the easy square completion identity we can write

9x2 − 18x = 9(x− 1)2 − 9. (6.2.28)

When we concentrate on the terms that containy, using the easy square completion identity we
can write

16y2 + 64y = 16(y + 2)2 − 64. (6.2.29)

When we use (6.2.28) and (6.2.29) back in (6.2.27), our equation becomes

9(x− 1)2 − 9 + 16(y + 2)2 − 64− 503 = 0,

which after grouping the constant terms and “moving” the result on the right, becomes:

9(x− 1)2 + 16(y + 2)2 = 576. (6.2.30)

Next we divide everything by576 and we get

(x− 1)2

576/9
+

(y + 2)2

576/16
= 1.

which after simplifications in the denominators becomes

(x− 1)2

64
+

(y + 2)2

36
= 1. (6.2.31)

Since the larger of the denominators (that is,64) is the one under thex-term, our ellipse has
horizontal major axis, thus the major radius isa =

√
64 = 8, and the minor radius isb =

√
36 = 6.

Additionally, the focal distance is

c =
√
a2 − b2 =

√
64− 36 =

√
28 = 2

√
7,

so the eccentricity of our ellipse is:

e =
c

a
=

2
√
7

8
=

√
7

4
.

Furthermore, the center of the ellipse isZ(1,−2). (Be careful here!The termx − 1 matches
x− h, soh = 1. The termy + 2 matchesy − k, sok = −2.)

Since our ellipse has horizontal major axis, its distinguished points are as follows
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• The vertices are located at(xZ±a, yZ) = (1±8,−2), so they are the pointsV (9,−2) and
V ′(−7,−2).
• The minor points are located at(xZ , yZ±b) = (1,−2±6), so they are the pointsM(1, 4) and
M ′(1,−8).
• The foci are located at(xZ±c, yZ) = (1±2

√
7,−2), so they are the pointsF (1 + 2

√
7,−2)

andF ′(1− 2
√
7,−2).

Graphing Ellipses
If we are asked to graph the curve represented by a standard elliptic equation, one option is

to complete squares, thus rewriting our equation in the form (6.2.25), and thensolve fory, which
after some easy algebraic manipulations reduces to solvingan equation of the form

(y − k)2 = expression inx, (6.2.32)

which can then be easily solved by taking square rootsy − k = ±√expression inx, to yield

y = k ±
√

expression inx. (6.2.33)

Strictly speaking, in order to get to an equation like (6.2.32), our square completion should be done
only on the terms that involvey. In fact, to obtain the solutions (6.2.33), we do not need square
completion at all: we could use the Quadratic Formula directly, on the original equation! Once we
get to (6.2.33), all we need to do is to graphbothequations given by (6.2.33), one for “+” and one
for “−,” on a calculator.

Example 6.2.3. Let us revisit the standard elliptic equation

9x2 + 16y2 − 18x+ 64y − 503 = 0. (6.2.34)

which we analyzed in Example 6.2.2, and let us assume we are only asked to graph it.
We can set up our equation as a quadratic equation withy as the unknown, like

16y2 + 64y + (9x2 − 18x− 503) = 0,

and then using the Quadratic Formula, we can solve fory:

y =
−64±

√
642 − 4 · 16 · (9x2 − 18x− 503)

2 · 16 =
−64±

√
64 [64− (9x2 − 18x− 503)]

32
=

=
−64± 8

√
64− 9x2 + 18x+ 503

32
=
−64
32
± 8
√
−9x2 + 18x+ 567

32
=

= −2±
√
−9x2 + 18x+ 567

4
.

Therefore, in order to graph our ellipse on a calculator, we need to graph both of the following
equations

y= −2 +
√
−9x2 + 18x+ 567

4
,

y= −2−
√
−9x2 + 18x+ 567

4
,

and the result is depicted in Figure 6.2.7 below.
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M ′(−8,−2)

M(4,−2)

V ′(−7,−2) V (9,−2)

y = −2 +
√
−9x2 + 18x+ 567

4

y = −2−
√
−9x2 + 18x+ 567

4

→

→

Figure 6.2.7

What happens if we do not have a calculator? We can sketch the graph of our ellipseby
hand, using the complete analysis of our equation, as shown in Example 6.2.2. Using our findings
concerning the geometry of our ellipse, we can sketch abounding boxfor our ellipse, which is a
rectangle that has the vertices and the minor points at the midpoints of the sides of the rectangle.
A sketch using this bounding box is shown below:

Z(1,−2)

M ′(−8,−2)

M(4,−2)

V ′(−7,−2) V (9,−2)

Figure 6.2.8�
The software supplied in theK-STATE ONLINE HOMEWORK SYSTEM can only draw el-

lipses using bounding boxes. Therefore, in order to graph curves represented by elliptic equations,
we must do a more-or-less complete analysis, by locating thecenter, at least one vertex, and at
least one minor point.

Exercises
In Exercises 1-14 you are asked to find the equation of an ellipse, based on the given informa-

tion.

1. VerticesV (2, 2) andV ′(−4, 2); one focus atF (1, 2).

2. VerticesV (2,−3) andV ′(2, 7); one focus atF (2,−1).

3. VerticesV (2, 0) andV ′(2, 10); one minor point atM(4, 5).
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4. VerticesV (−3, 1) andV ′(5, 1); one minor point atM(2, 2).

5. FociF (−2, 3) andF ′(−2, 9); one vertex atV (−2, 0).

6. FociF (0, 0) andF ′(8, 0); one vertex atV (−4, 0).

7. Minor pointsM(−6, 5) andM ′(4, 5); one focus atF (−1, 2).

8. Minor pointsM(−1,−1) andM ′(5,−1); one focus atF (2, 0).

9. FociF (−2, 0) andF ′(−2, 6); one minor point atM(−4, 3).

10. FociF (−2, 0) andF ′(8, 0); one minor point atM(3,−1).

11* . Ellipse in standard position with one vertexV (0, 3) and one minor pointM(1, 5).

12. VerticesV (−5, 1) andV ′(7, 1); eccentricity1
3
.

13. FociF (1, 1) andF ′(9, 1); eccentricity1
2
.

14. Minor pointsM(−7, 1) andM ′(1, 1); eccentricity3
5
.

In Exercises 15-20 you are given a standard elliptic equation, and are asked to
(i) indicate the major axis orientation;
(ii) find the the center;

(iii) find the vertices;
(iv) find the foci;
(v) find the minor points;
(vi) sketch the graph.

15. 4x2 + 9y2 − 36 = 0.

16. 16x2 + y2 = 144.

17. 4(x+ 2)2 + 9(y − 3)2 = 576.

18. 4x2 + y2 + 8x− 2y − 11 = 0.

19. 4x2 + 9y2 − 24x+ 18y − 19 = 0.

20. 4x2 + 9y2 + 32x+ 36y + 64 = 0.

6.3 Hyperbolas

Hyperbolasare certain sets of points which, unlike the previous two kinds (parabolas and
ellipses), aretwo-branch curves. In some respects, they resemble apair of lines.

Geometric Definition of Hyperbolas
As ageometric locus, a hyperbola is defined as follows.
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Giventwo distinct pointsF , F ′ and some real number∆ < dist(F , F ′), thehyperbola with
foci F , F ′ and width ∆ is theset of all pointsP in the plane, that satisfy the equality

dist(P, F )− dist(P, F ′) = ±∆. (6.3.1)

CLARIFICATIONS. Besides the foci, a complete depiction of a hyperbola should include several
other elements, which help us determine all its geometric features. Such a complete picture is
shown in Figure 6.3.1 below, which includes several lines and points, which are determined from
thesymmetriesof the hyperbola, as follows.

M

M ′

 a

      

c
{

b

Z

FF ′

VV ′

→dist(P , F )− dist(P , F ′) = ∆ dist(P , F )− dist(P , F ′) = −∆→

Figure 6.3.1

(i) The line that passes through the fociF , F ′ of the hyperbolais a line of symmetryfor the
hyperbola, which we will refer to as themajor symmetry line. The points wherethe major
symmetry line intersects the hyperbolaare called thevertices (or themajor points) of
the hyperbola. In Figure 6.3.1, the vertices are markedV andV ′. The line segmentV V ′

formed by the vertices is called themajor axis (or thefocal axis) of the hyperbola.
(ii) The the perpendicular bisector of the major axisis anotherline of symmetryfor the hy-

perbola, which we will refer to as theminor symmetry line.
(iii) The point where the major and minor symmetry lines intersectis acenter of symmetryfor

the hyperbola, which we will refer to as thecenter of the hyperbola. In Figure 6.3.1, the
center is markedZ.

(iv) (Far) away from the center, the hyperbola resemblestwo lines that intersect at the center.
These two special lines (shown in Figure 6.3.1 in blue) are called theasymptotesof the
hyperbola.

(v) If we consider thetangent linesat the vertices, they will intersect the asymptotes at four
points, that form a rectangle, which we call thebounding box of the hyperbola, which is
shown in brown in Figure 6.3.1. As it turns out, the followingfeatures are present:
• theasymptotesare thediagonals of the bounding box;
• theverticesare themidpoints of two (opposite) sides of the bounding box.
The midpoints of the other two sides of the bounding box (those that do not touch the
hyperbola) are what we call theminor points of the hyperbola. These points are marked
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M andM ′ in Figure 6.3.1. The line segmentMM ′ formed by the minor points is called
theminor axis of the hyperbola.

Once all (or some of the) pointsZ, F , F ′, V , V ′, M , M ′ are available, we can measure the
following shape parameters.
• themajor radius : a = dist(Z, V ) = dist(Z, V ′) = 1

2
dist(V , V ′);

• theminor radius : b = dist(Z,M) = dist(Z,M ′) = 1
2
dist(M,M ′);

• thefocal distance: c = dist(Z, F ) = dist(Z, F ′) = 1
2
dist(F , F ′).

All geometric features of a hyperbola are encoded in the shape parameters, as indicated in the
following formula package.

Shape Parameter Formulas for Hyperbolas

If H is a hyperbola hyperbola with shape parametersa (major radius),b (minor radius) and
c (focal distance), then the following identities hold.
I. The Width Formula: the width∆ of the hyperbola is equal to the length of the major

axis, that is,∆ = 2a;
II. The Focal Distance Formula:c2 = a2 + b2.

CLARIFICATION . To obtain the Width Formula, all we have to use is the fact that

dist(P, F )− dist(P , F ′), = ±∆ (6.3.2)

for all pointsP on the hyperbola. If we specialize (6.3.2) to the vertexV ′, which is closest toF ′,
which satisfies dist(P, F ) > dist(P, F ′), it follows that

dist(P, F )− dist(P, F ′), = ∆,

and everything is pretty clear (see Figure 6.3.1), because we clearly have dist(V ′, F ) = c + a and
dist(V ′, F ′) = c− a.�

The Focal Distance Formula is not easy to prove!This is due to the fact that the asymptotes
and the bounding box are defined in a very complicated way. We will revisit this issue a little later,
after we derive the equations of “easy” hyperbolas, which will also give us a proof for the Focal
Distance Formula. .

Nevertheless, if we accept the Focal Distance Formula, it ispretty clear that the shape param-
eters completely determine all geometric features of a hyperbola. In particular, if two hyperbolas
haveidentical shape parameters, then they arecongruent. (Of course, by the Focal Distance For-
mula, it suffices to match only two of the shape parameters.)

Another way to look at a hyperbola is to look at various ratiosbetween its shape parameters.
Again, by the Focal Distance Formula, one ratio completely determines all other ratios, as shown
in formulas (6.3.6) below. As was the case with hyperbolas, the preferred ratio that one uses is:

e =
focal distance
major radius

=
c

a
, (6.3.3)

which is referred to as theeccentricity of the hyperbola. It is pretty clear that the eccentricity ofa
hyperbola always satisfies the inequality:e > 1. Also, straight from the definition, we have

c = ae, (6.3.4)
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so when we replace this in the Focal Distance Formula, we geta2e2 = a2+ b2, which immediately
yields

b = a
√
e2 − 1. (6.3.5)

In particular, the eccentricity determines the other two ratios involving the shape parameters:

b

a
=
√
e2 − 1;

c

b
=

e√
e2 − 1

. (6.3.6)

Using these calculations, it is pretty clear that the eccentricity determines all geometric features of
a hyperbola,up to a dilation, so if two hyperbolas haveequal eccentricities, then they aresimilar.

Hyperbolas in Standard Position and their Equations
We say that a hyperbolaH is in standard position, if either
(A) H hashorizontal major axis– which is the same as saying thatH has avertical minor

axis, or
(B) H hasvertical major axis– which is the same as saying thatH has ahorizontal minor

axis.
By easy geometric considerations, it is pretty clear thatany hyperbola can be obtained by rotating
a standard position hyperbola. We will clarify this issue later, in Section 6.4, so for now we will
only be concerned with hyperbolas that are in standard position. It is also clear theany standard
position hyperbola is obtained by translating a standard position hyperbola which has its center
at the origin. We refer to this special type of hyperbolas as the “easy” hyperbolas, because their
equations are not difficult to obtain.

Assume, for instance, we have an “easy” hyperbola, withvertical major axis. In particular, it
follows that the major symmetry line is they-axis, so the foci will have coordinatesF (0, c) and
F ′(0,−c), while the vertices will have coordinatesV (0, a) andV ′(0,−a). With this set-up, for
any pointP (x, y), the distances toF andF ′ are:

dist(P, F ) =
√
(x− 0)2 + (y − c)2 =

√
x2 + y2 + c2 − 2cy;

dist(P, F ′) =
√
(x− (0))2 + (y − (−c))2 =

√
x2 + y2 + c2 + 2cy.

So now the geometric definition of the hyperbola reads:
√
x2 + y2 + 2cy + c2 −

√
x2 + y2 − 2cy + c2 = ±2a. (6.3.7)

When we add the second term from both sides, we get:
√
x2 + y2 + 2cy + c2 =

√
x2 + y2 − 2cy + c2 ± 2a, (6.3.8)

so when we square both sides, we obtain

x2 + y2 + 2cx+ c2 =
(√

x2 + y2 − 2cx+ c2 ± 2a
)2

=

= x2 + y2 − 2cy + c2 + 4a2 ± 4a
√
x2 + y2 − 2cy + c2.

Upon subtracting the first four terms from the left-hand sidefrom the right-hand side, we obtain:

x2 + y2 + 2cy + c2 − (x2 + y2 − 2cy + c2 + 4a2) = ± 4a
√
x2 + y2 − 2cx+ c2.
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By opening the parentheses, after all cancellations, we get:

4cy − 4a2 = ±4a
√
x2 + y2 − 2cx+ c2,

which by dividing everything by4 yields:

cy − a2 = ± a
√
x2 + y2 − 2cx+ c2. (6.3.9)

By squaring both sides of (6.3.9), we get(cy − a2)2 = a2(x2 + y2 − 2cx+ c2), which reads:

a4 − 2a2cy + c2y2 = a2x2 + a2y2 − 2a2cy + a2c2. (6.3.10)

By moving all terms in from right- to left-hand side, except for a2c2, and movinga4 from left- to
right-hand side, the terms2a2cy cancel, so by grouping we now get

(c2 − a2)y2 − a2x2 = a2c2 − a4a2(c2 − a2). (6.3.11)

At this point, wedefinethe numberb =
√
c2 − a2, so so the above equation simply reads

b2y2 − a2x2 = a2b2, (6.3.12)

so upon dividing everything by the right-hand side and simplifying, we finally get:

y2

a2
− x2

b2
= 1. (6.3.13)�

In the process of obtaining the equation (6.3.13), we used the squaringmethod twice.
Basically we converted from an equation of the form

√
♥ = # to its squared version:♥ = #2,

so we need to be concerned with the possibility that we may have addedextraneous solutions.
Concerning this possibility, all we have to notice here are the following two easy facts:

(i) For any fixed value ofx, the equation (6.3.12), which can be re-written as

y2 =
a2b2 + a2x2

b2
=
(a
b

)2
(b2 + x2),

hasexactly two solutions, namely

y = ±a
b

√
b2 + x2. (6.3.14)

(ii) For any fixed value ofx, there are again exactly two values ofy that give rise to a point
P (x, y) on the hyperbola.

Since the process of deriving (6.3.13) from the original equation (6.3.7) does not increase the
number of solutionsy (for any givenx), these two equations are indeed equivalent.

Concerning the twoasymptotesof a hyperbola given by the equation (6.3.13), let us examine
the behavior of the solutions (6.3.14) asx gets large. Consider for instance the “+” solution from
(6.3.14), and present it as a function

y = f(x) =
a

b

√
b2 + x2,
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and let us see what happens asx gets large (and positive). When we subtractg(x) =
a

b
x from

f(x), a simple calculation, based on the formula
√
♥−♠ =

♥−♠2

√
♥+♠ yields

f(x)− g(x) = a

b

(√
b2 + x2 − x

) a
b
· (b

2 + x2)− x2√
b2 + x2 + x

=
a

b
· b2√

b2 + x2 + x
=

ab√
b2 + x2 + x

.

Since the denominator is positive and greater thanx, what we get this way is that

0 < f(x)− g(x) < ab

x
, for all x > 0.

As x gets larger and larger, the quantity
ab

x
gets closer and closer to zero, sof(x)− g(x) also gets

closer and closer to zero. What this proves, is the fact thatthe liney = g(x) =
a

b
x represents a

slant asymptote for the “right end” of the graph ofy = f(x) =
a

b

√
b2 + x2, thus this line is an

asymptote for the hyperbola. By symmetry, the liney = −g(x) = −a
b
x is also an asymptote for

the hyperbola. In conclusion (by symmetry, these lines are asymptotes also for the “left ends” of
the hyperbola), it follows that:

The asymptotes of an “easy” hyperbola withvertical major axis, which is always given by
an equation of the form (6.3.13), are the lines

y = ±a
b
x (6.3.15)

From this fact it follows immediately thatthe inner bounding box for a hyperbola given by
(6.3.13)has exactly sides2a (in the major axis direction) and2b (in the minor axis direction),
whereb =

√
a2 − c2. This statement is equivalent to the Focal Distance Formula.

A similar calculation can be obtained for an “easy” hyperbola, withhorizontal major axis, and
the equation will have the form:

x2

a2
− y2

b2
= 1. (6.3.16)

where now the foci will beF (c, 0) andF ′(−c, 0), while the vertices will have coordinatesV (a, 0)
andV ′(−a, 0), and the asymptotes will be

y = ± b
a
x (6.3.17)

As for standard position hyperbolas, which have the center at an arbitrary location, sayZ(xZ , yZ),
the equations will be either (6.3.16) or (6.3.13), with

(⋆) x replaced byx− xZ , andy replaced byy − yZ .
These findings are summarized as follows.
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Equations of Hyperbolas in Standard Position

Assume a hyperbolaH is in standard position, with centerZ(xZ , yZ), major radiusa, mi-
nor radiusb and focal distancec. Then, depending on the major (or minor) axis orientation,
the equation ofH has one of the following forms.
(A) If the hyperbolaH hashorizontal major axis(or equivalently,vertical minor axis),

thenH can be presented by an equation of the form

(x− xZ)2
a2

− (y − yZ)2
b2

= 1, (6.3.18)

and the hyperbola has:
• vertices located at(xZ±a, yZ);
• foci located at(xZ±c, yZ);
• minor points located at(xZ , yZ±b);
• asymptotes given by the equationsy − yZ = ± b

a
(x− xZ).

(B) If the hyperbolaH hasvertical major axis(or equivalently,horizontal minor axis),
thenH can be presented by an equation of the form

(y − yZ)2
a2

− (x− xZ)2
b2

= 1, (6.3.19)

and the hyperbola has:
• vertices located at(xZ , yZ±a);
• foci located at(xZ , yZ±c);
• minor points located at(xZ±b, yZ);
• asymptotes given by the equationsy − yZ = ±a

b
(x− xZ).

Finding Equations of Hyperbolas from Geometric Data
Based on the information we have concerning the form of the equations of a standard position

hyperbola, we can find these equations solely based on geometric data. In other words, we are able
to solve the following type of problem.

Geometric-to-Analytic Problem

Given (enough) geometric information about a hyperbola, find its equation.

Such a problem has the same “flavor” as the corresponding one for ellipses, which we treated
in Section 6.2. In particular, this problem has many possible instances, but the methodology of
solving it is very similar to the one for ellipses, thus the key steps are as follows.

I. Determine theorientation, that is, figure out if the given information allows you to findthe
orientation of one of the axes. Using this information, start building the template for the
equation, which is either (6.3.18) or (6.3.19).

II. Locate thecenter. Remember that the center is the common midpoint of each of the axes,
as well as the midpoint of the segment determined by the foci.

III. Compute someshape parameters, based on the given information. Remember that each
one of the parametersa, b, c measures either a distance between two distinguished points,
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or half of a length of a distinguished segment:
• The major radiusa is equal to thedistance from the center to either one of the vertices;

equivalentlya is equal tohalf the distance between the vertices. The major radiusa is
also equal to thedistance between any focus and any minor point.
• The minor radiusb is equal to thedistance from the center to either one of the minor

points; equivalentlyb is equal tohalf the distance between the minor points.
• The focal distancec is equal to thedistance from the center to either one of the foci;

equivalentlyc is equal tohalf the distance between the foci.
Since for building the equation, we only needa2 andb2, in case one of them is missing, but
we are able to find either the focal distancec, or the eccentricitye, we can use the Focal
Distance Formula, or the eccentricity formulas:

• a2 = c2 − b2 = c2

e2
=

b2

e2 − 1
;

• b2 = c2 − a2 = a2(e2 − 1) =
c2(e2 − 1)

e2
.

Example 6.3.1. Suppose we want to find the equation of a hyperbola with verticesV (−1, 1)
andV ′(−1, 5), and one focus atF (−1, 7).

Since the vertices, have equalx-coordinates, they lie on the vertical linex = −1. In particular,
our hyperbola will havevertical major axis, so its equation looks like

(y − yZ)2
a2

− (x− xZ)2
b2

= 1, (6.3.20)

Since the centerZ is the midpoint of the segment determined by the vertices, itwill also lie on
the the vertical linex = −1, so thex-coordinate of the center will bexZ = −1. As for the
y-coordinate of the center, it will be equal to the average of they-coordinates of the vertices, so:

yZ = 1
2

(
1 + 5

)
= 1

2
· 6 = 3.

V ′

V

5

1

−1

7F

Z 3

Figure 6.3.2
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Using the centerZ(−1, 3) and of one vertex, sayV (−1, 5) it is clear that the major radius is:

a = dist(Z, V ) = 2.

Using the centerZ(−1, 3) and the given focusF (−1, 7) it is clear that the focal distance is:

c = dist(Z, F ) = 4.

Using the Focal Distance Formula, the minor radiusb satisfies

b2 = c2 − a2 = 42 − 22 = 16− 4 = 12.

Now we have all ingredients needed to fill in the template (6.3.20), so our equation becomes:

(y − 3)2

4
− (x+ 1)2

12
= 1. (6.3.21)

(The numerator of the first fraction in (6.3.20) is(x − xZ)
2 = (x − (−1))2 = (x+ 1)2; the

numerator of the second fraction in (6.3.20) is(y − yZ)2 = (y − 3)2.)

From Equations to Geometry

The Geometric-to-Analytic Problem discussed earlier can be reversed, so we can also consider
the following.

Analytic-to-Geometric Problem

Given the equation of a hyperbola, obtain all geometric information about the hyperbola.

By “playing” a little bit with the equations of standard position hyperbolas, it is pretty clear that
these equations can be presented in the following special form of the general quadratic equation
(6.0.1) which looks like:

Ax2+Cy2+Dx+Ey+F = 0, with A andC non-zero numbers with opposite signs. (6.3.22)

An equation of this form is called astandard hyperbolic equation. Usingsquare completion, any
standard hyperbolic equation can be studied as follows

Standard Hyperbolic Equation Analysis

Any standard hyperbolic equation (6.3.22) can be transformed by square completion into
and equation of the form

A(x− h)2 + C(y − k)2 =M, (6.3.23)
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with A andC non-zero numbers with opposite signs.
Depending on whether the right-hand sideM is zero or non-zero, the equation (6.3.23)
represents one of the following curves.

(A) If M = 0, then (6.3.23) representstwo lines that intersect at(h, k).
(B) If M 6= 0, then (6.3.23) represents ahyperbola in standard position, with center

Z(h, k). More specifically:
(B1) If M hassame sign asA, then (6.3.23) represents anhyperbola with horizontal

major axis, with
• major radiusa =

√
M/A, and

• minor radiusb =
√
−M/C.

(B1) If M hassame sign asC, then (6.3.23) represents anhyperbola with vertical
major axis, with
• major radiusa =

√
M/C, and

• minor radiusb =
√
−M/A.

CLARIFICATIONS. In the case when the right-hand sideM of (6.3.23) is zero, then the equation
can be re-written as

A

C
(x− h)2 + (y − k)2 = 0,

where
A

C
is some negative number, which can always be presented as

A

C
= −m2, so (6.3.23)

becomes
(y − k)2 = m2(x− h)2,

which is equivalent to:
y − k = ±m(x− h),

and statement (A) is now clear.
As for the remaining case (B), all we have to observe is that, whenM 6= 0, the equation

(6.3.23) can be easily transformed (by dividing everythingbyM ) into

(x− h)2
M/A

+
(y − k)2
M/C

= 1, (6.3.24)

which clearly matches the equation of a hyperbola, since thedenominators haveopposite signs.
In practice, when we are asked to determine the geometry of a curve represented by a hyper-

bolic equation of the form (6.3.22), it is best if we carry on the following steps.
I. Use square completion to transform (6.3.22) into (6.3.23) , then briefly analyze the equation

to decide if we are in the extreme case (A).
II. Assuming we are in case (B), do a second transformation, to get to the form (6.3.24), and

match it with the equation of a standard position hyperbola:either (6.3.18) or (6.3.19).
Example 6.3.2. Consider the standard hyperbolic equation

4x2 − 9y2 + 32x+ 18y + 91 = 0. (6.3.25)

and let us find all geometric information of the curve it represents: center, foci, vertices, minor
points and asymptotes.
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We start off by completing squares in the left-hand side. When we concentrate on the terms
that containx, using the easy square completion identity we can write

4x2 + 32x = 4(x+ 4)2 − 64. (6.3.26)

When we concentrate on the terms that containy, using the easy square completion identity we
can write

−9y2 + 18y = −9(y − 1)2 + 9. (6.3.27)

When we use (6.3.26) and (6.3.27) back in (6.3.25), our equation becomes

4(x+ 4)2 − 9(y − 1)2 − 64 + 9 + 91 = 0,

which after grouping the constant terms and “moving” the result on the right, becomes:

4(x+ 4)2 − 9(y − 1)2 = −36. (6.3.28)

Next we divide everything by−36 and we get

(x+ 4)2

−36/4 −
(y − 1)2

−36/9 = 1.

which after simplifications in the denominators becomes

(y − 1)2

4
− (x+ 4)2

9
= 1. (6.3.29)

What we see here is an equation with right-hand side equal to1 and the left-hand side is a combi-
nation of two fractions, with positive denominators, and numerators(x+ 4)2 and(y − 1)2. When
the left-hand side is put together,

(i) one of these fractions isadded, namely
(y − 1)2

4
;

(ii) the other fraction getssubtracted, namely
(x+ 4)2

9
.

Based on these observations, the correct way to match (6.3.29) with the equation of a standard
position hyperbola is to matcha2 with the denominator of fraction that gets added, and to matchb2

with the denominator of fraction that gets subtracted. In our case, this matching leads toa2 = 4 and
b2 = 9. Using the above analysis, it now follows that (6.3.29) represents a hyperbola withvertical
major axis, with major radiusa =

√
4 = 2, and the minor radiusb =

√
9 = 3. Additionally, the

focal distance is
c =
√
a2 + b2 =

√
4 + 9 =

√
13,

so the eccentricity of our hyperbola is:

e =
c

a
=

√
13

2
.

Furthermore, the center of the hyperbola isZ(−4, 1). (Be careful here!The termx+4 matches
x− h, soh = −4. The termy − 1 matchesy − k, sok = 1.)

Since our hyperbola has vertical major axis, its geometric elements are as follows
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• The vertices are located at(xZ , yZ±a) = (−4, 1±2), so they are the pointsV (−4, 3) and
V ′(−4,−1).
• The minor points are located at(xZ±b, yZ) = (−4±3, 1), so they are the pointsM(−1, 1)

andM ′(−7, 1).
• The foci are located at(xZ , yZ±c) = (−4, 1±

√
13

2
), so they are the pointsF (−4, 1 +

√
13

2
)

andF ′(−4, 1−
√
13

2
).

• The asymtotes are:
y − yZ
a

= ±x− xZ
b

, which with our specific numbers become:

y − 1

2
= ±x+4

3
.

Graphing Hyperbolas
If we are asked to graph the curve represented by a standard hyperbolic equation, one option is

to complete squares, thus rewriting our equation in the form (6.3.23), and thensolve fory, which
after some easy algebraic manipulations reduces to solvingan equation of the form

(y − k)2 = expression inx, (6.3.30)

which can then be easily solved by taking square rootsy − k = ±√expression inx, to yield

y = k ±
√

expression inx. (6.3.31)

Strictly speaking, in order to get to an equation like (6.3.30), our square completion should be done
only on the terms that involvey. In fact, to obtain the solutions (6.3.31), we do not need square
completion at all: we could use the Quadratic Formula directly, on the original equation! Once we
get to (6.3.31), all we need to do is to graphbothequations given by (6.3.31), one for “+” and one
for “−,” on a calculator.

Example 6.3.3. Let us revisit the standard hyperbolic equation

4x2 − 9y2 + 32x+ 18y + 91 = 0. (6.3.32)

which we analyzed in Example 6.3.2, and let us assume we are only asked to graph it.
We can set up our equation as a quadratic equation withy as the unknown, like

−9y2 + 18y + (4x2 + 32x+ 91) = 0,

and then using the Quadratic Formula, we can solve fory:

y =
−18±

√
(−18)2 − 4 · (−9) · (4x2 + 32x+ 91)

2 · (−9) =
−18±

√
36 [9 + (4x2 + 32x+ 91)]

−18 =

=
−18±

√
36 [4x2 + 32x+ 100]

−18 =
−18±

√
36 · 4 · [x2 + 8x+ 25]

−18 =

=
−18± 12

√
x2 + 8x+ 25

−18 =
−18
−18 ±

12
√
x2 + 8x+ 25

−18 =

= 1± 2
√
x2 + 8x+ 25

3
.
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Therefore, in order to graph our hyperbola on a calculator, we need to graph both of the following
equations

y= 1 +
2
√
x2 + 8x+ 25

3
,

y= 1− 2
√
x2 + 8x+ 25

3
,

and the result is depicted in Figure below.

V ′(−4,−1)

y = 1− 2
√
x2+8x+25

3

V (−4, 3)

y = 1 + 2
√
x2+8x+25

3

Z(−4, 1)

Figure 6.3.3

What happens if we do not have a calculator? We can sketch the graph of our hyperbolaby
hand, using the complete analysis of our equation, as shown in Example 6.3.2. Using our findings
concerning the geometry of our hyperbola, we can sketch ainner bounding boxfor our hyperbola,
which is a rectangle that has the vertices and the minor points at the midpoints of the sides of the
rectangle. A sketch using this bounding box is shown in Figure 6.3.4 below, which also includes
the minor points, as well as the asymptotes (which are thediagonals of the bounding box).�

Unlike what we have seen with ellipses, the inner bounding box alone does not completely
characterize a hyperbola, because the four “special” points on it – the two vertices, and the two
minor points – need to be identified. Therefore, if we want to instruct a “bounding box software,”
(such as the one supplied on theK-STATE ONLINE HOMEWORK SYSTEM) on how to draw a
hyperbola, besides identifying the bounding box itself, wemust specify theorientation of the focal
axis.
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V

V ′

M ′ MZ

Figure 6.3.4

Exercises
In Exercises 1-14 you are asked to find the equation of a hyperbola, based on the given infor-

mation.

1. VerticesV (2, 2) andV ′(−4, 2); one focus atF (3, 2).

2. VerticesV (2,−3) andV ′(2, 7); one focus atF (2,−5).

3. VerticesV (2, 0) andV ′(2, 10); one minor point atM(4, 5).

4. VerticesV (−3, 1) andV ′(5, 1); one minor point atM(2, 2).

5. FociF (−2, 3) andF ′(−2, 9); one vertex atV (−2, 4).

6. FociF (0, 0) andF ′(8, 0); one vertex atV (2, 0).

7. Minor pointsM(−6, 5) andM ′(4, 5); one focus atF (−1, 8).

8. Minor pointsM(−1,−1) andM ′(5,−1); one focus atF (2,−6).

9. FociF (−2, 0) andF ′(−2, 6); one minor point atM(−4, 3).

10. FociF (−2, 0) andF ′(8, 0); one minor point atM(3,−1).

11. Asymptotesy + 2 = ±2(x− 4); one vertex atV (0,−2).

12. Asymptotesy + 2 = ±3(x− 4); one vertex atV (4, 5).

13. FociF (1, 1) andF ′(9, 1); eccentricity2.



274 6.4. QUADRATIC CURVES IN GENERAL POSITION

14. VerticesV (−7, 1) andV ′(1, 1); eccentricity3.

In Exercises 15-20 you are given a standard hyperbolic equation, and are asked to
(i) indicate the major axis orientation;

(ii) find the the center;
(iii) find the vertices;
(iv) find the foci;
(v) find the minor points;
(vi) find the asymptotes;

(vii) sketch the graph.

15. 4x2 − 9y2 − 36 = 0.

16. 16x2 − y2 + 144 = 0.

17. 4(x+ 2)2 − 9(y − 3)2 = 576.

18. 4x2 − y2 + 8x− 2y − 13 = 0.

19. 4x2 − 9y2 − 24x− 18y + 11 = 0.

20. 4x2 − 9y2 + 16x− 36y + 16 = 0.

6.4 Quadratic Curves in General Position

In this section we will learn how to analyze the curves given by a general quadratic equation of
the form

Ax2 +Bxy + Cy2 +Dx+ Ey + F = 0, (6.4.1)

whereA,B,C,D,E, F are constants. When analyzing such an equation, the left-hand side of
(6.4.1) is split into three parts, according to the degree ofthe terms:

(i) thequadratic part, which is the expression

Q(x, y) = Ax2 +Bxy + Cy2; (6.4.2)

(ii) the linear part, which is the expression

L(x, y) = Dx+ Ey; (6.4.3)

(iii) a constant term:F .
As a matter of terminology, an expression given by (6.4.2) iscalled aquadratic form, and an
expression given by (6.4.3) is called alinear form. Of course, our main assumption on the general
equations of the form (6.4.1) that we are going to investigate will be thatthe quadratic part is
non-zero, which means that,at least one of the coefficientsA, B, C is non-zero.

In the preceding three sections we learned how to handle the case whenthe coefficientB (of
the mixed termxy) is equal to zero, in which case our equation looks like

Ax2 + Cy2 +Dx+ Ey + F = 0. (6.4.4)

The summary of what we found out in Sections 6.1, 6.2 and 6.3 isas follows.
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I. (The parabolic case.) IfeitherA or C is zero(but not both!), then the equation (6.4.4)
represents either (A) a parabola in standard position, or (B) one line, or (C) two parallel
lines, or (D) the empty set.

II. (The elliptic case.) IfA andC are non-zero and have same sign, then the equation (6.4.4)
represents either (A1) anellipse in standard position, or (A2) a circle, or (B) one point, or
(C) the empty set.

III. (The hyperboliccase.) IfA andC are non-zero and have opposite signs, then the equation
(6.4.4) represents either (A) ahyperbola in standard position, or (B) two intersecting lines.

In this section we will learn how to handle the case whenthe coefficientB (of the mixed term
xy) is non-zero

Coordinate Systems
As we learned in Section 3.1, setting up acoordinate systemin the plane simply amounts to
• Fixing a pointO in the plane – theorigin , and
• Fixing aperpendicular frame, which is a pair

(−→e ,−→f
)

consisting oftwo unit vectors, which
are perpendicular.

Once such a coordinate system is set, the coordinates(u, v) of any pointP in the plane given by:
{
u =

−→
OP•−→e

v =
−→
OP•−→f

(6.4.5)

where
−→
OP is theposition vector ofP relative to the given originO.

According to the Orthogonal Decomposition Theorem (see Section 3.1), the pair(u, v) is the
unique ordered pair of numbers that satisfies the identity:

u−→e + v
−→
f =

−→
OP. (6.4.6)

CONVENTIONS. When doing explicit calculations, we assume once and for all that we have
fixed one coordinate system in the plane, which we will refer to as thestandard coordinate system,
so that its two frame vectors−→est,

−→
fst point in the East and North directions, respectively. The

standard coordinates defined by this system will be denoted the usual way byx andy. All vectors

in the plane will be denoted using matrix notation as−→v =

[
a
b

]
. The actual meaning of this

matrix notation is nothing else but the vector equality

a−→est + b
−→
fst =

−→v .

Throughout this entire section, we will limit ourselves to the case when the perpendicular
frames

(−→e ,−→f
)
, used in building up new coordinate systems, all havepositive orientation, which

means that−→e ∧ −→f = 1. This condition simply says thatthe unit vector
−→
f is obtained by rotating

the unit vector−→e by 90◦ in the counterclockwise direction. In particular, if we specify the first

vector in (standard) coordinates,−→e =

[
a
b

]
, then the condition that−→e is a unit vector reads

a2 + b2 = 1, and furthermore, the second vector in the frame must be
−→
f =

[
−b
a

]
. With all these

observations in mind, the construction of (new) coordinatesystems can be summarized as follows.
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To give a (new)positively oriented coordinate systemin the plane amounts to choosing two
ordered pairs(h, k) and(a, b) of real numbers, with the second one satisfying the identity

a2 + b2 = 1.

Once such choices are made, the coordinate system is built by
• fixing theorigin as theO(h, k);

• fixing the coordinate frame vectors
(−→e ,−→f

)
as:−→e =

[
a
b

]
and
−→
f =

[
−b
a

]
.

CLARIFICATION . Once the (new) originO and the vectors−→e and
−→
f are set up according to

the above recipe, the easy way to understand how the new coordinate system works is as follows.
We place vectors−→e and

−→
f to start atO and we make them “responsible” for the positiveu-axis

andv-axis, respectively, and now each pointP can be presented in the (new) coordinates(u, v).

x

y

u

v

−→
e

−→
f

O

Figure 6.4.1

If our point is presented in standard coordinates asP (x, y), then the new coordinates are given
by the following scheme.

Standard-to-New Coordinate Change Formulas

Assume a new positively oriented coordinate system with originO(h, k), and frame vectors
(−→e =

[
a
b

]
,
−→
f =

[
−b
a

] )
, is given, wherea2 + b2 = 1. Then the new coordinates(u, v)

of a point, presented in standard coordinates asP (x, y), are given by:{
u = a(x− h) + b(y − k)
v = −b(x− h) + a(y − k) (6.4.7)

CLARIFICATION . The formulas (6.4.7) follow immediately from (6.4.5), using the Dot Product

formulas, with
−→
OP =

[
x
y

]
−
[
h
k

]
=

[
x− h
y − k

]
, and−→e =

[
a
b

]
and
−→
f =

[
−b
a

]
.
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Example 6.4.1. Suppose we build a (new) positively oriented coordinate system with origin

O(−1, 1) and frame vectors
(−→e =

[
3/5
4/5

]
,
−→
f =

[
−4/5
3/5

]
, and we want to find the (new)

coordinates(u, v) of the point given in standard coordinates asP (2,−2).
Using formulas (6.4.7), these coordinates are computed as

u =
3

5
(2− (−1)) + 4

5
(−2 − 1) =

9

5
− 12

5
=

1

5
;

v = −4
5
(2− (−1)) + 3

5
(−2− 1) = − 12

5
− 9

5
= −21

5
.

The formulas (6.4.7) can also be “undone,” using the equation (6.4.6), thus yielding the follow-
ing statement.

New-to-Standard Coordinate Change Formulas

Assume a new positively oriented coordinate system with originO(h, k), and frame vectors
(−→e =

[
a
b

]
,
−→
f =

[
−b
a

] )
, is given, wherea2+ b2 = 1. If a pointP has new coordinates

(u, v), then its standard coordinates(x, y) are given by:{
x = au−bv + h
y = bu+ av + k

(6.4.8)

The New-to-Standard-to Coordinate Change Formulas are particularly useful whentransform-
ing equations.

Standard-to-New Equation Change Formulas

AssumeC is a curve given in standard coordinates(x, y) by an equation of the form

E(x, y) = K,

whereE(x, y) is some algebraic expression inx andy, andK is some contant. Assume also
a (new) positively oriented coordinate system is built, with originO(h, k), frame vectors
(−→e =

[
a
b

]
,
−→
f =

[
−b
a

] )
, is given, wherea2 + b2 = 1.

Using the (new) coordinates(u, v), the same curveC is represented by the equation

Enew(u, v) = K,

whereEnew(u, v) is obtained bysubstitutingx and y in E(x, y) by the expressions given
by the Standard-to-New Formulas. In other words, the new algebraic expressionEnew(u, v)
giving the equation ofC in new coordinates is built as:

Enew(u, v) = E(au−bv + h, bu+ av + k). (6.4.9)

Example 6.4.2.Let us consider the same coordinate system we built in Example 6.4.1, and let
us consider the lineL , given in standard coordinates by the equation

3x+ 4y = 11.
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Suppose now we want to find the equation of the same line, in thenew coordinates. We start off by
setting the left-hand side expressionE(x, y) = 3x− 4y, and then we “cook up” the new expression
Enew(u, v) by replacingx andy using (6.4.9), so we get

Enew(u, v) = E

(
3

5
u−4

5
v + (−1), 4

5
u+

3

5
v + 1

)
= 3

(
3

5
u−4

5
v−1

)
+ 4

(
4

5
u+

3

5
v + 1

)
=

=
9

5
u− 12

5
v − 3 +

16

5
u+

12

5
v + 4 = 5u+ 1,

which means that the new equation ofL , using the new coordinates(u, v) is

5u+ 1 = 11,

which is the same as:u = 2.

TIP. The easy way to remember the New-to-Standard-to Coordinate Change Formulas is to
write them inmatrix form: [

x
y

]
=

[
a −b
b a

]
·
[
u
v

]
, (6.4.10)

where the matrixR =

[
a −b
b a

]
is precisely therotation matrix, which represents the rotation

transformation needed to turn the vector−→est =

[
1
0

]
over the vector−→e =

[
a
b

]
. Of course, if

theturning angle of−→est over−→e is τ , thena = cos τ andb = sin τ .

Changing Quadratic Equations Using Axes Rotations
We now apply the Standard-to-New Equation Change Formulas to general equations of the

form (6.4.1), and see how the equation is transformed when wepass to a new positively coordinate
system. We will simplify matters a little bit by restrictingourselves to the case whenorigin is
unchanged, soh = k = 0.

x

y

u

v

−→
e

−→
f

Figure 6.4.2

In other words, our new coordinate system is obtained byrotatingthe standard coordinate axes,
as shown above. The new and old coordinates are now related toeach other as follows.
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Axes Rotation Identities

When the new coordinate system(u, v) is obtained by rotating the standard coordinate axes,
so that

• the direction vector for the positiveu-axis is−→e =

[
a
b

]
, and

• the direction vector for the positivev-axis is
−→
f =

[
−b
a

]
,

the new and old (standard) coordinates are related by the identities:{
u = ax+ by
v = −bx+ ay

{
x = au−bv
y = bu+ av

(6.4.11)

Using these identities, we then know that the curveC represented by a general quadratic equa-
tion of the form

Ax2 +Bxy + Cy2 +Dx+ Ey + F = 0 (6.4.12)

will be represented in new coordinates by the equation

A(au− bv)2 +B(au− bv)(bu+ av) + C(bu+ av)2 +D(au− bv) + E(bu+ av) + F = 0,

which after doing all the simplifications and groupings willagain be a new quadratic equation, of
the form:

Anewu
2 +Bnewuv + Cnewv

2 +Dnewu+ Enewv + F = 0. (6.4.13)

A careful calculation will give us the new coefficients as:





Anew = Aa2 +Bab+ Cb2

Bnew = −2Aab+B(a2 − b2) + 2Cab = B(a2 − b2)− 2(A− C)ab
Cnew = Ab2 − Bab+ Ca2

Dnew = Da+ Eb
Enew = −Db+ Ea

(6.4.14)

TIP. A neat way produce the above formulas is to write them in matrix form as:

[
2Anew Bnew

Bnew 2Cnew

]
=

[
a b
−b a

]
·
[
2A B
B 2C

]
·
[
a −b
b a

]
; (6.4.15)

[
Dnew

Enew

]
=

[
a b
−b a

]
·
[
D
E

]
(6.4.16)

Our main task is use the formulas (6.4.14), in order toproduce a suitable coordinate system,
for which the middle termBnew becomes zero!Once this is accomplished, the transformed new
equation (6.4.13) can be studied exactly as we explained in the beginning of this section. Based on
the above formula forBnew, all we need to do is to find a pair(a, b), that satisfies the equations

{
B(a2 − b2)− 2(A− C)ab = 0

a2 + b2 = 1
(6.4.17)
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We do not need to completely solve this system of equations! Remembering that the second
equation simply tells us that we can find some angleτ , such thata = cos τ andb = sin τ , now the
first equation will simply read:

B(cos2τ − sin2τ)− 2(A− C)cos τ sin τ = 0.

Using the formulas for Double Angles which we learned in Section 4.2, the above equation be-
comes

Bcos 2τ − (A− C)sin 2τ = 0,

which is equivalent to:cot 2τ =
A− C
B

. (Of course, we need to solve (6.4.17), only whenB 6= 0!

Therefore the denominator in the above formula poses no problem.) In conclusion, we found the
following method for finding a suitable new coordinate system:

General Quadratic Equation Reduction Principle

AssumeC is a curve represented by a general quadratic equation

Ax2 +Bxy + Cy2 +Dx+ Ey + F = 0, (6.4.18)

with B 6= 0, andτ is any angle that satisfies the equation

cot 2τ =
A− C
B

. (6.4.19)

If we consider the coordinate system that has same origin as the standard system, and frame

vectors
(−→e =

[
cos τ
sin τ

]
,
−→
f =

[
− sin τ
cos τ

] )
, then the equation ofC with respect to the

new coordinates(u, v) is of the form

Anewu
2 + Cnewv

2 +Dnewu+ Enewv + F = 0. (6.4.20)

In particular, with our choice ofτ , the curveC is a (possibly degenerate) conic section,
which has one symmetry line parallel or perpendicular to thevector−→e , so it will be in
standard position, relative to the new coordinate system.

Example 6.4.3.Consider the equation

xy = 1,

which is quite a famous one, as you may have seen it in the Algebra course.
We wish to find a suitable coordinate system, with same originas the standard one, and with

frame vectors
(−→e =

[
cos τ
sin τ

]
,
−→
f =

[
− sin τ
cos τ

] )
, which allows us to determine the shape (and

the geometry) of our curve.
SinceA = C = 0 andB = 1, the equation (6.4.19) simply readscot 2τ = 0, which has an
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easy solutionτ =
π

4
. Our coordinate frame vectors will now be:

−→e =




cos
π

4

sin
π

4


 =




1√
2
1√
2


 ;

−→
f =




− cos
π

4

sin
π

4


 =



− 1√

2
1√
2


 .

Using (6.4.14), the coefficients for the new equation ofC – in the new coordinates(u, v) will be:

Anew =
1

2
, Bnew = 0, Cnew = −1

2
, andDnew = Enew = 0, so the new equation of our curve is:

1

2
u2 − 1

2
v2 = 1,

which clearly represents ahyperbola, with center at the origin (which is the same in both coordinate
systems), major and minor radii both equal to

√
2, and focal distance2.

Tip. A particular solution of the system (6.4.17) can also be found algebraically, so we do not

really need to find the angleτ . Instead, we can use the substitution
b

a
= t, so when we divide all

terms in the first equation bya, that equation will become:B(1− t2)− 2(A−C)t = 0, which we
can also write (by taking negatives, and dividing byB) as:

t2 +
2(A− C)

B
t− 1 = 0. (6.4.21)

So one plan for finding a particular solution of (6.4.17) can be the following:
I. Solve (6.4.21) using for instance the Quadratic Formula,and retain one solutiont.

II. With t found above, seta =
1√

1 + t2
andb =

t√
1 + t2

.

(The second step uses the second equation in (6.4.17), whichwith our substitution simply yields
a2(1 + t2) = 1.)

Example 6.4.4. Consider the equation:

9x2 + 16y2 + 24xy − 4x+ 3y − 10 = 0,

and again let us try to determine the shape of the curve represented by this equation, together with
all its geometric elements.

The equation (6.4.21) becomes

t2 − 7

12
t− 1 = 0,

which can be written equivalently as

12t2 − 7t− 12 = 0.

Using the Quadratic Formula, we get

t =
−(−7)±

√
(−7)2 − 4 · 12 · (−12)
2 · 12 =

7±
√
625

24
=

7± 25

24
.
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One particular solution ist =
7 + 25

24
=

32

24
=

4

3
. Using step II, we immediately geta =

3

5
and

b =
4

5
, so now using (6.4.14), the coefficients for the new equationof C – in the new coordinates

(u, v) will be:

Anew = 9 · 9
25

+ 24 · 12
25

+ 16 · 16
25

=
81 + 288 + 256

25
=

625

25
= 5;

Bnew = 0;

Cnew = 9 · 16
25
− 24 · 12

25
+ 16 · 9

25
=

144− 288 + 144

25
= 0;

Dnew = −4 · 3
5
+ 3 · 4

5
= 0;

Enew = −(−4) · 4
5
+ 3 · 3

5
= 5.

With these calculations, our new equation is:

5u2 + 5v − 10 = 0,

which clearly represents aparabola. Since, after dividing everything by5, we can re-write the new
equation as

u2 = (−1)(v − 2),

we can be a bit more precise about our parabola:

(i) The focal parameter of the parabola isp = −1
4

.

(ii) The vertexV of the parabola has (new) coordinatesuV = 0 andvV = 2.
(iii) The focusF of the parabola has (new) coordinatesuF = 0 andvF = 2 + (−1

4
) = 7

4
.

(iv) The focal axisof the parabola is the line that has (new) equation

u = 0. (6.4.22)

(In other words, the focal axis is nothing else but thev-axis.)
(v) Thedirectrix of the parabola is the line that has (new) equation

v = 2− (−1
4
) =

9

4
. (6.4.23)

In order to finish this problem, we have torevert everything to the old coordinates(x, y). For
the vertex and the focus, we are going to use the second set of formulas from the Axes Rotation
Identities (6.4.11), which reads: 




x =
3

5
u− 4

5
v

y =
4

5
u+

3

5
v

In particular, thevertexV will have (standard) coordinates




xV =
3

5
· 0− 4

5
· 2 = −8

5

yV =
4

5
· 0 + 3

5
· 2 =

6

5
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Likewise, thefocusF will have (standard) coordinates




xF =
3

5
· 0− 4

5
· 7
4
= −7

5

yF =
4

5
· 0 + 3

5
· 7
4
=

21

20

As for the focal axisand thedirectrix, we use the first set of formulas from the Axes Rotation
Identities (6.4.11), which reads: 




u =
3

5
x+

4

5
y

v = −4
5
x+

3

5
y

Using these identities with (new) equation (6.4.22), it follows that thefocal axisof our parabola
has equation:

3

5
x+

4

5
y = 0.

Likewise, using the (new) equation (6.4.23), it follows that thedirectrix of our parabola has equa-
tion:

−4
5
x+

3

5
y =

7

4
.

The complete depiction (except for the directrix) of our parabola is shown in the picture below

x

y

u

v

−→
e

−→
f

FV

Figure 6.4.3

It is possible to graph this parabola on a graphing calculator, using the same technique as in
Examples 6.2.3 and 6.3.3, which amounts tosolving the given equation fory, using the Quadratic
Formula. For this purpose, we regroup the terms in our equation, and re-write it as:

16y2 + (24x+ 3)y + 9x2 − 4x− 10 = 0,
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and solve it fory:

y =
−(24x+ 3)±

√
(24x+ 3)2 − 4 · 16 · (9x2 − 4x− 10)

2 · 16 .

If we only want to graph these two equations (one for “+;” another for “−” sign), we can keep
these formulas as they are. However, we want to work a bit moreneatly, we ought to simply the
quantity under the radical:

(24x+ 3)2 − 4 · 16 · (9x2 − 4x− 10) = 576x2 + 144x+ 9− 576x2 + 256x+ 640 = 400x+ 649,

so our equations will look a little simpler:

y =
−24x− 3±

√
400x+ 649

32
.

The Characteristic Identities
What we are about to discover is that, whenever we reduce a general equation of the form

Ax2 +Bxy + Cy2 +Dx+ Ey + F = 0 (6.4.24)

to one of the form
Anewu

2 + Cnewv
2 +Dnewu+ Enewv + F = 0, (6.4.25)

with Bnew = 0, it is also possible to find the valuesAnew andCnew without any need to find the new
coordinate system. Let us take a closer look at the first threeequalities in (6.4.14), which read:





Anew = Aa2 +Bab+ Cb2

Cnew = Ab2 − Bab+ Ca2

Bnew = −2Aab+B(a2 − b2) + 2Cab = B(a2 − b2)− 2(A− C)ab = 0
(6.4.26)

When we add the first two equations, the termsBab will cancel, so we get thefirst characteristic
identity

Anew+ Cnew = A(a2 + b2) + C(a2 + b2) = A + C (6.4.27)

(The last equality uses the equationa2 + b2 = 1.)
To obtain the other important identity, we seta = cos τ andb = sin τ , whereτ is a solution of

cot 2τ =
A− C
B

. When we replace in (6.4.26) we can write

Anew = Acos2τ +Bsin τ cos τ + Csin2τ = 1
2
[A(1 + cos 2τ ) +Bsin 2τ + C(1− cos 2τ )] =

= 1
2
[A+ C + (A− C)cos 2τ +Bsin 2τ ] ;

Cnew = Asin2τ − Bsin τ cos τ + Ccos2τ = 1
2
[A(1− cos 2τ )− Bsin 2τ + C(1 + cos 2τ )] =

= 1
2
[A+ C − (A− C)cos 2τ − Bsin 2τ ] .

When we multiply these two equalities and get rid of the1
2
, we can use the difference of squares

formula:

4AnewCnew = [A+ C + (A− C)cos 2τ +Bsin 2τ ] · [A + C − (A− C)cos 2τ −Bsin 2τ ] =

= (A+ C)2 − [(A− C)cos 2τ +Bsin 2τ ]2 =

= (A+ C)2 −
[
(A− C)2cos22τ + 2(A− C)Bcos 2τsin 2τ +B2sin2 2τ

]
. (6.4.28)
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Using the equationcot 2τ =
A− C
B

. we have(A− C)sin 2τ = Bcos 2τ , so we can replace

(A− C)2cos22τ = (A− C)2 − (A− C)2sin22τ = (A− C)2 −B2cos22τ ;

(A− C)Bcos 2τsin 2τ = B2cos22τ ,

so when we go back to (6.4.28) we can write

4AnewCnew = (A + C)2 −
[
(A− C)2 −B2cos22τ + 2B2cos22τ +B2sin2 2τ

]
=

= (A + C)2 −
[
(A− C)2 +B2cos22τ +B2sin2 2τ

]
=

= (A+ C)2 −
[
(A− C)2 +B2

]
= (A + C)2 − (A− C)2 − B2 =

= A2 + 2AC + C2 − (A2 − 2AC + C2)−B2 = 4AC − B2. (6.4.29)

The above equation is referred to as thesecond characteristic identity.

Our findings are now summarized and enhanced as follows.

Characteristic Identities and Their Consequences

Whenever a general equation of the form

Ax2 +Bxy + Cy2 +Dx+ Ey + F = 0 (6.4.30)

is reduced – with the help of a new coordinate system – to a standard equation of the form

Anewu
2 + Cnewv

2 +Dnewu+ Enewv + F = 0, (6.4.31)

the numbersAnew andCnewsatisfy the identities{
Anew+ Cnew = A+ C
AnewCnew = AC − 1

4
B2 (6.4.32)

In particular, the reduced equation (6.4.31) is:
(i) parabolic, if AC − 1

4
B2 = 0;

(ii) elliptic, if AC − 1
4
B2 > 0;

(iii) hyperbolic, if AC − 1
4
B2 < 0.

The special number∆ = AC − 1
4
B2 is called thediscriminant of the equation (6.4.30).

Example 6.4.5. Suppose we have a curve given by the equation

x2 + 4xy + 3y2 + x− 2y − 10 = 0, (6.4.33)

and we are asked to determine the general shape of the curve.

The discriminant is∆ = 1 ·3− 42

4
= 3−4 = −1, so our curve must be a (possibly degenerate)

hyperbola.

The Characteristic Equation
Using the characteristic identities (6.4.32) it follows that the two numbersAnew andCnew are

precisely the solutions of the quadratic equation

λ2 − (A+ C)λ+∆ = 0. (6.4.34)
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This follows from the obvious folding identity

(λ− Anew)(λ− Cnew) = λ2 − (Anew+ Cnew)λ+ AnewCnew,

so from (6.4.32), this matches exactly the left-hand side of(6.4.34).
The equation (6.4.34) is what we call thecharacteristic equationassociated with the general

quadratic equation (6.4.30). Of course, the mere fact thatAnew andCnew are the solutions of the
characteristic equation (6.4.32) does not tell us which is which. However, when dealing with
generalhomogeneousequations, which are those of the form

Ax2 +Bxy + Cy2 = F = 0

(in whichD = E = 0), this information sufficient for determining theprecise shapeof our curve.
What happens in this special case is the fact that the reducedequation will also haveDnew =
Enew = 0, so the new equation will in fact look like

Anewu
2 + Cnewv

2 + F = 0.

Example 6.4.6. Suppose we are asked to find theprecise shapeof the curve given by the
equation

x2 + 6xy + y2 − 8 = 0.

Our coefficients areA = 1,B = 6 andC = 1, so the discriminant is:∆ = 1 ·1− 62

4
= 1−9 =

−8. The characteristic equation is then:

λ2 − 2λ− 8 = 0,

which, using the quadratic formula, has solutionsλ1 = 4 andλ2 = −2. Since we know that these
solutions must beAnew andCnew (but we do not know which is which), this tells us the fact that,
whenever we reduce our equation to a standard form, it will have one of the following forms:

4u2 − 2v2 − 8 = 0 (in the case whenAnew = 4 andCnew = −2); (6.4.35)

−2u2 + 4v2 − 8 = 0 (in the case whenAnew = −2 andCnew = 4). (6.4.36)

Upon adding8 to both sides, then dividing everything by8, equation (6.4.35) can be re-written as

u2

2
− v2

4
= 1. (6.4.37)

Likewise, equation (6.4.36) can be re-written as

v2

2
− u2

4
= 1. (6.4.38)

In either case, the curve is ahyperbola, with major radius
√
2 and minor radius2.

Exercises
In each one of the Exercises 1-4 a new coordinate system is constructed, with a specified origin

and a specified frame, and you are asked to find the new coordinates of a pointP (x, y) indicated
in standard coordinates.
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1. O(1, 1); −→e =

[
1/2√
3/2

]
,
−→
f =

[
−
√
3/2

1/2

]
. P (2,−2).

2. Same coordinate system as in Exercise 1;P (4, 0).

3. O(2, 2); −→e =

[
1/
√
2

−1/
√
2

]
,
−→
f =

[
1/
√
2

1/
√
2

]
. P (−4, 5).

4. Same coordinate system as in Exercise 3;P (2
√
2, 0).

In each one of the Exercises 5-8 use the given new coordinate system, and write the equation
of a curveC which is presented in standard coordinates by the given equation.

5. Same coordinate system as in Exercise 1; curveC given by the equation

3x+ 2y = 3.

6. Same coordinate system as in Exercise 1; curveC given by the equation

x2 + y2 = 4.

7. Same coordinate system as in Exercise 4; curveC given by the equation

(x+ y − 4)3 = 3(x− y).

8. Same coordinate system as in Exercise 4; curveC given by the equation

x+ y = cos(x− y).

In Exercises 9-12 you are asked to determine the general shape (parabola, ellipse, or hyperbola,
possibly degenerate) of the curve represented by the given equation. The discriminant provides all
the necessary information. (See Example 6.4.5.)

9. x2 + 2y2 + 3xy = 1.

10. 6x2 − 10xy − 3y2 + 6y = 7.

11. 4x2 + 4xy + y2 − 7x+ 8y = 2.

12. x2 + 3xy = 2.

In Exercises 13-16 you are asked to determine the precise shape of the curve represented by
the given homogeneous equation. Use Example 6.4.6 as a guide.

13. x2 − 2y2 + 3xy = 1.

14. 6x2 − 10xy − 3y2 = 10.

15. 4x2 + 4xy + y2 = 2.
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16. x2 + 3xy = 2.

In Exercises 17-19 you are asked to to the following.
(i) Reduce the equation to one in the standard form (withBnew = 0) by finding a suitable coordi-

nate system, which amounts to solving the system (6.4.17), which you can do either trigono-
metrically or algebraically. Once you find the new coordinate system, write down (carefully!)
the reduced equation, using formulas (6.4.14).

(ii) Use square completions (one the reduced equation) to obtain all geometric information about
the given curve:
(a) If the curve is degenerate, indicate so.
(b) If the curve is a parabola, find the vertex and the focal distance.
(c) If the curve is an ellipse, or a hyperbola find its center, vertices, and foci.
In cases(b) and(c), after you first locate your points in(u, v)-coordinates, you must specify
them in(x, y)-coordinates.

HINT: Follow the method outlined in Example 6.4.4. In particular, as a visual aid, sketch the graph
of the given equation on a calculator, by solving the given equation fory, that is, by deriving an
equivalent form

y = expression(s) inx,

using the Quadratic Formula.

17* . 11x2 − 24xy + 4y2 + 20 = 0.

18* . x2 + 2xy + y2 + x− y + 4 = 0

19* . 13x2 − 8xy + 7y2 = 10.

6.5 Conics in Polar Coordinates

In this section we explore the polar equations for certain conics (those thathave a focus at
the pole). The reason we limit ourselves to these special types of conics is the fact that the polar
equations are particularly nice.

In preparation for the derivation of these equations, we will first derive some interesting geo-
metric result (the Focus-Directrix Geometric Presentation), then we will use it to derive a general
single type equation (the Focus-Directrix Equation), and only after that we will turn our attention
to polar equations.�

The derivation of the polar equation (6.5.24) is quite long and technical. A reader who only
wants to know the equation (without a proof), should skip directly to the main statement from page
296, and start from there.

Focus-Directrix Geometric Presentation of Conics
We are about to begin a (long) story, which at the end will tells us that all conics, whether

they are parabolas, ellipses, or hyperbolas, can be presented by a single type of an equation. In
understanding how this equation comes about, let us first “play” with a conicC which is either an
ellipse or a hyperbola with horizontal focal axis, and has has center at the origin. From Sections
6.2 and 6.3 we know thatC is presented by an equation of the following form:



CHAPTER 6. APPLICATIONS OF TRIGONOMETRY IN ANALYTIC GEOMETRY 289

I. If C is an ellipse:
x2

a2
+
y2

b2
= 1, with a > b > 0;

II. If C is a hyperbola:
x2

a2
− y2

b2
= 1, with a, b > 0.

Each one of these equations can in fact be written in the form

y2 = P(x), (6.5.1)

whereP(x) is a second degree polynomial. More specifically, in each of the two cases we consider
we do the following:

I. If C is an ellipse, we multiply everything byb2, so we gety2 +
b2

a2
x2 = b2, so when we

subtract thex-term, we get:

y2 = − b
2

a2
x2 + b2. (6.5.2)

II. If C is a hyperbola, we multiply everything by−b2, so we gety2 − b2

a2
x2 = −b2, so when

we subtract thex-term, we get:

y2 =
b2

a2
x2 − b2. (6.5.3)

We also know that the numbersa (the major radius) andb (the minor radius) are linked using the
eccentricitye of C by the formula

b2 =





(1− e2)a2, if C is an ellipse

(e2 − 1)a2, if C is a hyperbola

and either equation (6.5.2) or (6.5.3) can be written in the form:

y2 = (e2 − 1)(x2 − a2). (6.5.4)

It turns out that the polynomialP(x) = (e2 − 1)(x2 − a2) that appears in the right-hand side
of (6.5.4) can be written as adifference of squaresof the form

P(x) = e2(x− δ)2 − (x− µ)2 (6.5.5)

in exactly two ways:

P(x) = (e2 − 1)(x2 − a2) =

= e2
(
x− a

e

)2
− (x− ae)2 = e2

(
x− a

e

)2
− (x− c)2 = (6.5.6)

= e2
(
x+

a

e

)2
− (x+ ae)2 = e2

(
x+

a

e

)2
− (x+ c)2, (6.5.7)

wherec = ae is thefocal distance.

Having presentedP(x) as in (6.5.5), we can re-write the equation ofC in the form

y2 = e2(x− δ)2 − (x− µ)2,
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so after adding(x− µ)2 to both sides we can also write

(x− µ)2 + y2 = e2(x− δ)2. (6.5.8)

As pointed out above, there are exactly two pairs that allowC to be presented as in (6.5.8), namely:




µ1 = c

δ1 =
a

e

and





µ2 = − c

δ2 = −
a

e�
In order to avoid any complication, we have to exclude the case whene = 0. As we learned

in Section 6.2, this case corresponds tocircles. Even though one can think of circles as exceptional
ellipses, in order to exclude them from our discussion, we will use the phrase“honest” ellipsesto
describe ellipses that are not circles.

Upon taking square roots16 in (6.5.8), we can re-write that equation as:
√

(x− µ)2 + y2 = e
∣∣x− δ

∣∣, (6.5.9)

The nice feature of (6.5.9) is the fact that it can be interpreted geometrically. Since theµ’s are the
x-coordinates of thefoci of C , so the foci areF1(µ1, 0) andF2(µ2, 0), we can identify the left-hand
side as the distancedist(P, F ) from P (x, y) to a focusF . As is turns out, the right-hand side of
(6.5.9) can also be written down using distances. After all,if we consider the vertical lineD given
by the equationx = δ, then

∣∣x− δ
∣∣ = dist(P,D). So now equation (6.5.9) looks like

dist(P, F ) = e · dist(P,D). (6.5.10)�
Since we have in fact two fociF1(µ1, 0) andF2(µ2, 0), will will have two linesD1: x = δ1

andD2: x = δ2. We call these lines thedirectrices ofC . To be more accurate, we match these
driectrices with their corresponding foci, so we call
• D1 thedirectrix ofC associated with the focusF1, and
• D2 thedirectrix ofC associated with the focusF2.

Our findings up to this point are summarized as follows:If we pickF to be one of the foci of
C , and we takeD to be its associated directrix, thenC is the set of all pointsP that satisfy the
geometric condition(6.5.10)

CLARIFICATIONS. The geometric condition (6.5.10) is very reminiscent of the geometric def-
inition of a parabola(!) So it is convenient for usdefine the eccentricity of a parabola to bee = 1.
Using this convention, the general shape of a conic is completely determined by its eccentricity, so
we can simply say that:

(A) ahyperbolais a conic with eccentricitye > 1;
(B) aparabolais a conic with eccentricitye = 1;
(C) an“honest” ellipse is a conic with eccentricity0 < e < 1.
(D) acircle is a conic with eccentricitye = 0.

When it comes to foci and directrices, the particular features of these four cases are as follows.

16 When we take the square root in the right-hand side, we use theformula
√
♥2 = |♥|.
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I. Hyperbolas and “honest” ellipses havetwo foci and two directrices, and each directrix is
associated to a focus.

II. Parabolas haveone focus and one directrix.
III. Circles haveone focus (the center) and no directrix.

With this set-up, our preceding conclusion can be expanded as follows.

Focus-Directrix Geometric Presentation of Non-Degenerate Conics

If C is a non-degenerate conic with eccentricitye > 0, then for each focusF of C , there is
a unique lineD (the directrix ofC associated withF ), which allows one to presentC as
the set of all pointsP in the plane, that satisfy:

dist(P , F ) = e · dist(P ,D)

Furthermore, with any choice ofF , the associated directrixD is alwaysperpendicular to
the focal axis ofC .

CLARIFICATION . Strictly speaking, in the case whene 6= 1 we justified the above statements
only in the case whenC has center at the origin and has horizontal focal axis. However, if we are
given an arbitrary conicC which is either a hyperbola or an “honest” ellipse, then using what we
learned in Section 6.4, we can always devise a coordinate system(u, v) so that

(i) the origin is at the center ofC , and
(ii) the focal axis ofC coincides with theu-axis.

When we use such a coordinate system, our conicC will look precisely like the particular type we
treated above.

Focus-Directrix Equations of Conics
Our goal now is to turn the geometric presentation (6.5.10) into an algebraic equation. For this

purpose, we are going to use the following Line Distance Formula which we proved in Section 2.1:

Given a lineL represented by the general linear equation

mx+ ny = q,

and a pointP (x0, y0), the distance fromP to L is given by the formula:

dist(P,L ) =

∣∣mx0 + ny0 − q
∣∣

√
m2 + n2

,

Using this formula back in (6.5.10) and taking squares, we derive the following important
unified equation for all conics.

Focus-Directrix Equations of Non-Degenerate Conics

AssumeC is a non-degenerate conic with eccentricitye > 0, andF (h, k) is a focus ofC .
If the directrixD of C , which is associated withF , is given by the equationmx + ny = q,
thenC can be presented by the equation

(x− h)2 + (y − k)2 = e2

m2 + n2

(
mx+ ny − q

)2
, (6.5.11)
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and furthermore, the vector−→v =

[
m
n

]
is a direction vector for the focal axis ofC .

Example 6.5.1. Suppose a conicC is presented by the equation

(x− 6)2 + (y + 8)2 =
4

25
(3x− 4y − 25)2,

and we want to find all its geometric elements: exact shape, vertices, foci, and center, .
We start off by matching this equation with the Focal-Directrix Equation (6.5.11), so we can

match




(x− 6) matches(x− h), thus:h = 6;
(y + 8) matches(y − k), thus:k = −8;
(3x− 4y − 25) matches(mx+ ny − q), thus:m = 3, n = −4, q = 25;

4

25
matches

e2

m2 + n2
, thus

e2

25
=

4

25
, which yields:e2 = 4, so:e = 2

Based on the features of the Focal-Directrix Equation, we can draw the following conclusions:
(i) The conicC is ahyperbola, with eccentricitye = 2.

(ii) One focus ofC is the pointF1(6,−8).
(iii) The directrixD1 of C , associated with the focusF1 is the line given by the equation:

3x− 4y = 25. (6.5.12)

(iv) The focal axisF of C is theline L that passes throughF1 and is perpendicular toD1.
Based on what we learned in Section 2.1, this line can be presented by an equation of the
form 4x+3y = number, so if we plug in the focus (x = 6 andy = −8), we conclude that
the focal axis ofC is given by the equation:

4x+ 3y = 0. (6.5.13)

Using the information collected thus far, we can now find theverticesof C , which are precisely
thepoints whereC intersects the focal axis. So in order to find the vertices, all we have to do is to
solve thesystem of equations made of the equation ofC and the equation of the focal axis:





(x− 6)2 + (y + 8)2 =
4

25
(3x− 4y − 25)2,

4x+ 3y = 0.

(6.5.14)

Using the second equation as a substitutiony = −4
3
x, the first equation becomes:

(x− 6)2 +

(
−4
3
x+ 8

)2

=
4

25

(
3x+

16

3
x− 25

)2

=
4

25

(
25

3
x− 25

)2

,
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which by expanding all squares yields:

x2 − 12x+ 36 +
16

9
x2 − 64

3
x+ 64 =

4

25

(
625

9
x2 − 1250

3
x+ 625

)
=

100

9
x2 − 200

3
x+ 100.

After moving all terms on one side, this equation reads:

x2 − 12x+ 36 +
16

9
x2 − 64

3
x+ 64− 100

9
x2 +

200

3
x− 100 = 0.

By combining the like terms, we finally get

−25
3
x2 +

100

3
x = 0,

which clearly has two solutionsx1 = 4 andx2 = 0. Using our substitutiony = −4
3
x, it follows

that the solutions of (6.5.14) are:





x1 = 4

y1 = −
16

3

and





x2 = 0

y2 = 0

Therefore, we now can conclude that the vertices ofC areV1
(
4,−16

3

)
andV2(0, 0). Using the

coordinates of the vertices, we can locate thecenterZ of C as themidpoint of the segment formed
by the vertices, so the coordinates ofZ are:

xZ =
1

2

(
x1 + x2

)
=

1

2

(
4 + 0

)
= 2;

yZ =
1

2

(
y1 + y2

)
=

1

2

(
−16

3
+ 0
)
= −8

3
.

As for the second focusF2(h2.k2), we can use the given focusF (6,−8) and the fact thatZ
(
2,−8

3

)

is also themidpoint of the segment formed by the foci, which gives us the equalities





1

2

(
6 + h2

)
= 2

1

2

(
−8 + k2

)
= −8

3

and we immediately geth2 = −2 andk2 =
8

3
.
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x

y

F

D1

V2

V1

Z

F1

F2

Figure 6.5.1

Finally, using the distance formula, we can compute the major radiusa and the focal distance
c of our hyperbola as:

a = dist(Z, V1) =
√

(xZ − x1)2 + (yZ − y1)2 =
√

(2− 0)2 +
(
−8
3
− 0
)2

=

=

√
4 +

64

9
=

√
100

9
=

10

3
;

c = dist(Z, F1) =
√

(xZ − h1)2 + (yZ − k1)2 =
√

(2− 6)2 +
(
−8
3
− (−8)

)2
=

=

√
16 +

256

9
=

√
400

9
=

20

3
.

(We can use this calculation to confirm that our calculationsare right, because we know thate =
c/a.) Finally, sinceC is a hyperbola, its minor radius is:

b =
√
c2 − a2 =

√(
20

3

)2

−
(
10

3

)2

=

√
300

9
=

10
√
3

3
.
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The Polar Equations of Conics�
For the remainder of this section, we will limit ourselves toconics which have one focus at

the origin.

Assume we have such a conicC , with eccentricitye > 0, and letD be the directrix ofC
associated with the focus that is at the origin. If we assumeD is given by the equation

mx+ ny = q, (6.5.15)

then using the Focus-Directrix Equation, we can present ourconicC by the equation

x2 + y2 =
e2

m2 + n2

(
mx+ ny − q

)2
. (6.5.16)

We are almost ready to transform this into a polar equation, but before we do that, we first re-write
the right-hand side as a square, so (6.5.16) becomes

x2 + y2 =

[
e√

m2 + n2
(mx+ ny − q)

]2
=

[
e√

m2 + n2
(q −mx− ny)

]2

and then we can eliminate the square by writing:

e√
m2 + n2

(q −mx− ny) = ±
√
x2 + y2. (6.5.17)

Using now what we learned in Section 3.3, we can convert this equation topolar coordinates, by
replacingx = r cos θ, y = r sin θ, and±

√
x2 + y2 = r, so (6.5.17) becomes:

e√
m2 + n2

[
q − r(m cos θ + n sin θ)

]
= r. (6.5.18)

When we expand the left-hand side, this equation reads:

eq√
m2 + n2

− r
(

em√
m2 + n2

cos θ +
en√

m2 + n2
sin θ

)
= r, (6.5.19)

so when we add the termr

(
. . .

)
to both sides, our equation becomes:

eq√
m2 + n2

= r

(
1 +

em√
m2 + n2

cos θ +
en√

m2 + n2
sin θ

)
(6.5.20)

We “clean up” our calculation a little bit, as follows: denote
eq√

m2 + n2
by κ; denote

em√
m2 + n2

by u; and denote
en√

m2 + n2
by v. With these notations, the equation (6.5.20) now reads:

κ = r(1 + u cos θ + v sin θ) (6.5.21)

Let us now point out two additional features of the three new numbers we introduced.
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I. When we multiply all terms in the directrix equation (6.5.15) by
e√

m2 + n2
, we see that

we get a new (equivalent) equation for the directrixD , which looks exactly like:

ux+ vy = κ, (6.5.22)

II. When we add the squares ofu andv we get

u2 + v2 =

(
em√
m2 + n2

)2

+

(
en√

m2 + n2

)2

=
e2m2

m2 + n2
+

e2n2

m2 + n2
=

=
e2m2 + e2n2

m2 + n2
=

e2(m2 + n2)

m2 + n2
= e2,

which means that the eccentricity is simply given as

e =
√
u2 + v2 (6.5.23)

When we finally look at (6.5.21), we can certainly solve itr to reach the equation (6.5.24) given in
the summary below.

Polar Equation for Conics with one Focus at the Origin

Given constantsκ 6= 0 andu, v arbitrary, a polar equation of the form

r =
κ

1 + u cos θ + v sin θ
, (6.5.24)

represents a conicC , with one focus at the origin, and eccentricitye =
√
u2 + v2. Further-

more, ife 6= 0, then the directrix ofC , that is associated to the focus at the origin, is given
by the equation:

ux+ vy = κ,

Conversely, given a lineD represented by the equationmx + ny = q, with q 6= 0 (so that
D does not pass through the origin), and some constante > 0, the conicC with eccen-
tricity e, with focus at the origin, and withD as the directrix associated to the focus at

the origin, is given by the equation(6.5.24), whereκ =
eq√

m2 + n2
, u =

em√
m2 + n2

, and

v =
en√

m2 + n2
.

ADDITIONAL CLARIFICATIONS. There is quite a bit we can add to the first statement, con-
cerning equations of the form (6.5.24) above, especially whene > 0. Using what we learned from
Section 4.1, one part of the denominator from (6.5.24) can also be presented as

u cos θ + v cos θ =
√
u2 + v2 cos(θ − φ),

whereφ is any angle that satisfies the identities




cos φ =
u√

u2 + v2

sin φ =
v√

u2 + v2

(6.5.25)
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Using such an angle, and the eccentricity formulae =
√
u2 + v2, the equation (6.5.24) can also be

presented as:

r =
κ

1 + e cos(θ − φ) . (6.5.26)

Furthermore, since by construction we have

{
u = e cos φ
v = e cos φ

(6.5.27)

and the equation ofD looks like

(e cos φ)x+ (e sin φ)y = κ,

it follows that the vector−→w =

[
cos φ
sin φ

]
is perpendicular toD , which means that−→w points in the

direction of the focal axis ofC . In particular,all points lying on the focal axis ofC must have polar
coordinate representations of the form(r, φ) or (r, φ + π). Since theverticesof C are precisely
the point(s) whereC intersects its focal axis, it follows that the verticesV1 andV2 of C can be
presented in polar coordinates by pairs(r1, θ1) and (r2, θ2), which are built using the equation
(6.5.24) – or its equivalent form (6.5.26) – by plugging in the valuesθ1 = φ andθ2 = φ+π. Using
the equation (6.5.26), the corresponding values ofr are:

r1 =
κ

1 + e cos(θ1 − φ)
=

κ

1 + e cos 0
=

κ

1 + e · 1 =
κ

1 + e
, (6.5.28)

r2 =
κ

1 + e cos(θ2 − φ)
=

κ

1 + e cos π
=

κ

1 + e · (−1) =
κ

1− e
, (6.5.29)

and then our verticesV1(x1, y1) andV2(x2, y2) will have rectangular coordinates17

V1 :





x1 = r1 cos θ1 =
κ

1 + e
· cos φ =

κ

1 + e
· u
e
=

κu

(1 + e)e

y1 = r1 sin θ1 =
κ

1 + e
· sin φ =

κ

1 + e
· v
e
=

κv

(1 + e)e

(6.5.30)

V2 :





x2 = r2 cos θ2 = −r2 cos φ = − κ

1 − e
· u
e
=

κu

(e− 1)e

y2 = r2 sin θ2 = −r2 sin φ = − κ

1− e
· v
e
=

κv

(e− 1)e

(6.5.31)

Of course, in the case whene = 1, the second vertexV2 does not exist. This is not surprising,
because in this case we are dealing with aparabola, which has only one vertex!

Another important point that can be picked up from the equation (6.5.24) is thepointQ where
the focal axis intersects the directrixD . On the one hand, since this point is on the focal axis, it

17 For the formulas (6.5.31) we use the identitiescos(φ+ π) = − cos φ andsin(φ+ π) = − sin φ.
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follows that the vector
−−→
OQ =

[
xQ
yQ

]
must be a multiple of the vector−→w =

[
cos φ
sin φ

]
, so there

is some constantρ, so that 



xQ = ρ cos φ = ρ
u

e

yQ = ρ sin φ = ρ
v

e

(6.5.32)

On the other hand, sinceQ also sits onD , it must satisfy the equationuxQ+uyQ = κ, so we must
have

ρ

(
u2

e
+
v2

e

)
= κ,

which reads

ρ · u
2 + v2

e
= κ,

and then using the eccentricity formulau2 + v2 = e2, this simplifies to

ρe = κ,

so now we getρ =
κ

e
. Finally when we go back to (6.5.32), it follows that our special point has

Q :





xQ =
κu

e2
=

κu

u2 + v2

yQ =
κv

e2
=

κv

u2 + v2

Example 6.5.2. Suppose we are given the polar equation

r =
4

1 + 3 cos θ
,

and we are asked to describe the geometry of the curveC represented by this equation, as com-
pletely as possible, as we did in Example 6.5.1.

As it turns out, we can perfectly match the given equation with (6.5.24), by settingκ = 4,
u = 3 andv = 0. Using the eccentricity formula, we get

e =
√
u2 + v2 =

√
32 + 02 =

√
9 = 3,

so our conicC is a hyperbolawith eccentricity3, and one focusF1 at the origin:F1(0, 0). The
vertices ofC are obtained using formulas (6.5.30) and (6.5.31), which yield:

V1 :





x1 =
κu

(1 + e)e
=

4 · 3
(1 + 3) · 3 = 1

y1 =
κv

(1 + e)e
=

4 · 0
(1 + 3) · 3 = 0

V2 :





x2 =
κu

(e− 1)e
=

4 · 3
(3− 1) · 3 = 2

y2 =
κu

(e− 1)e
=

4 · 0
(3− 1) · 3 = 0
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Using midpoints (exactly as in Example 6.5.1, it follows that the center has coordinatesZ
(3
2
, 0
)
,

and the second focus is atF2(3, 0).

x

y D1

V1 V1ZF1 F2

Figure 6.5.2

The focal axis of our hyperbola is thex-axis. The directrixD1 associated with the focusF1

is given by the equation (6.5.22), which in our case becomes:3x = 4. In other words,D1 is the
vertical line:

x =
4

3
.

The major radiusa is the distance betweenZ andV1, so by direct measurement we geta =
1

2
. The

focal distancec can either be computed using the formulac = ae or by measuring the distance

betweenZ andF1; either method yields the same value:c =
3

2
. Finally, since our curve is a

hyperbola, the minor radius isb =
√
c2 − a2 =

√(
3

2

)2

−
(
1

2

)2

=

√
9

4
− 1

4
=
√
2.

Example 6.5.3. Suppose we are given the polar equation

r =
4

2− sin θ
,

and we are asked to describe the geometry of the curveC represented by this equation, as com-
pletely as possible, as we did above.

In order to match this equation with (6.5.24), we must force afactoring in the denominator, so
we will re-write our equation as

r =
4

2
(
1− 1

2
sin θ

) =
2

1− 1
2
sin θ

,

and now we have a perfect match with (6.5.24) by settingκ = 2, u = 0 andv = −1
2

. Using the

eccentricity formula, we get

e =
√
u2 + v2 =

√
02 +

(
−1
2

)2

=

√
1

4
=

1

2
,
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so our conicC is anellipsewith eccentricity
1

2
, and one focusF1 at the origin:F1(0, 0). The

vertices ofC are obtained using formulas (6.5.30) and (6.5.31), which yield:

V1 :





x1 =
κu

(1 + e)e
=

2 · 0(
1 + 1

2

)
· 1
2

= 0

y1 =
κv

(1 + e)e
=

2 ·
(
−1

2

)
(
1 + 1

2

)
· 1
2

=
−1
3
4

= −4
3

V2 :





x2 =
κu

(e− 1)e
=

2 · 0(
−1

2
− 1
)
· 1
2

= 0

y2 =
κu

(e− 1)e
=

2 ·
(
−1

2

)
(
−1

2
− 1
)
· 1
2

=
−1
−1

4

= 4

Using midpoints (exactly as in Example 6.5.1, it follows that the center has coordinatesZ
(
0,

4

3
),

and the second focus is atF2

(
0,

8

3
).

x

y

D1

V1

V1

Z

F1

F2

Figure 6.5.3

The focal axis of our ellipse is they-axis. The directrixD1 associated with the focusF1 is

given by the equation (6.5.22), which in our case becomes:−1
2
y = 2. In other words,D1 is the

horizontal line:
y = −4.
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The major radiusa is the distance betweenZ andV1, so by direct measurement we geta =
8

3
.

The focal distancec can either be computed using the formulac = ae or by measuring the distance

betweenZ andF1; either method yields the same value:c =
4

3
. Finally since our curve is an

ellipse, its minor radius isb =
√
a2 − c2 =

√(
8

3

)2

−
(
4

3

)2

=

√
64

9
− 16

9
=

√
48

9
=

4
√
3

3
.

Example 6.5.4. Suppose we are given the polar equation

r =
10

5 + 3 cos θ − 4 sin θ
,

and we are asked to describe the geometry of this conic as completely as possible, as we did above

In order to match this equation with (6.5.24), we must force afactoring in the denominator, so
we will re-write our equation as

r =
20

5
(
1 + 3

5
cos θ − 4

5
sin θ

) =
4

1 + 3
5
cos θ − 4

5
sin θ

,

and now we have a perfect match with (6.5.24) by settingκ = 2, u =
3

5
andv = −4

5
. Using the

eccentricity formula, we get

e =
√
u2 + v2 =

√(
3

5

)2

+

(
−4
5

)2

=

√
9

25
+

16

25
=

√
25

25
= 1,

so our conicC is aparabolawith eccentricity1, and the focusF at the origin:F (0, 0). The vertex
of C are obtained using formula (6.5.30) which yields:

V :





xV =
κu

(1 + e)e
=

4 · 3
5

(1 + 1) · 1 =
6

5

yV =
κv

(1 + e)e
=

4 ·
(
−4

5

)

(1 + 1) · 1 = −8
5
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x

y

F

D

V

F1

Figure 6.5.4

The directrix of our parabola is given by the equation (6.5.22), which in our case becomes:

3

5
x− 4

5
y = 4,

which (optionally) can be written a little cleaner (by multiplying everything by5) as:

3x− 4y = 20.

The focal axisF will now have the equation:

4x+ 3y = 0.

Finally, the focal distance of our parabola can be computed as

p = dist(V, F ) =
√

(xV − xF )2 + (yV − yF )2 =
√(

6

5
− 0

)2

+

(
−8
5
− 0

)2

=

=

√
36

25
+

64

25
=

√
100

25
=
√
4 = 2.
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Exercises
In each one of the Exercises 1-8 below, you are asked to completely describe the geometry of

the conic represented by the given polar equation, that is, find the eccentricity, vertices and foci. If
the curve is an ellipse or a hyperbola, also find the center, the major and minor radii. If the conic
is a parabola, find its focal distance and directrix. As a visual aid, you may also sketch the graph.

1. r =
3

2− sin θ

2. r =
3

2 + 3 cos θ

3. r =
1

3− cos θ

4. r =
3

2− 2 cos θ

5. r =
1

cos θ − 4

6. r =
7

3 cos θ − 2

7. r =
5

2 sin θ − 1

8* . r =
1

2− cos θ
+ sin θ

In each one of the Exercises 9-11, find the equation (in rectangular coordinates) of a conic with
the specified eccentricity, focus and associated directrix.

9* . e =
1

2
, F (0,−1), D : x = 2.

10* . e = 1, F (2,−1), D : x+ 2y = 0.

11* . e = 2, F (1,−1), D : 3x− 2x = 10.

In each one of the Exercises 12-16, find the polar equation of aconic with the one focus at the
origin, and specified eccentricity and directrix associated to the focus at the origin.

12. e =
1

2
, D : x = 2.

13. e = 1, D : x+ 2y = 4.

14. e =
2

3
, D : x+ y = 1.

15. e = 1, D : 5x− 2y = 10.

16. e = 2, D : 3x+ 5x = 15.





Appendices

A Algebra Review I: Equations

This Appendix provides a quick review of the various types ofequations frequently used in
Trigonometry. We understandequationsasequalities between expressions that involve unknown
quantities. The simplest examples of equations are those the contain only one unknown, for exam-
ple

x2 + 2x = 2x2 − 3, (A.1)

where the unknown quantity (a.k.a.variable) is denoted byx. Tosolvean equation in one variable
simply means tofind the values for the variable which satisfy the equality given in the equation.
Such values are calledsolutionsof the equations.

◮ If you know how to solve the equation (A.1), do it now! (Otherwise, wait until we discuss
Quadratic Equationslater in this section.)

When comparing two equations, we often use the following terminology.

Two equations areequivalent, if they have the same solutions.

With the above definition in mind, the “game” we play when we want to solve an equation is
to transformthem into equivalent ones, so we change the equation:

original (old) equation
transformation−−−−−−−−−−−−→ transformed (new) equation.

A “perfect” transformation is one that has the old and the newequations equivalent. A “safe”
(but possibly “imperfect”) transformation is one for whichthe new equation does not loose any
solutions of the old one.

The two most popular “perfect” transformations are:

I. Add or subtract a common expression from both sides of the equation.
II. Multiply or divide both sides of the equation by anon-zeroquantity.

Example A.1. Solve:8x− 2 = 5x− 8.
Solution. original equation: 8x− 2 = 5x− 8;

add2, subtract5x: 8x− 2+ 2 − 5x = 5x− 8+ 2 − 5x;
combine like terms: 3x = −6;

divide by3( 6= 0!): x =
−6
3

= −2.

Example A.2. If we start with the equationx2 = x and we think of dividing byx, we are
incorrect! We are not exactly sure if we are dividing by a non-zero number! After dividing by x
the new equation looks likex = 1, so it is already solved. However, in the process of dividingby x
we eliminated the possibility thatx = 0, which in fact is another solution of the original equation.
Thus dividing byx made us loose a solution.

305
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Linear Equations
A basic linear equation, is one of the form:18

number1 · ? = number2, (A.2)

One such equation showed up in Example A.1, where we saw how tosolve it. The rules for solving
such equations are:

Solutions of basic linear equations

Depending on whether one or both coefficients vanish in a basic linear equation of the form
(A.2), the solutions of the equation are as follows.

• If number1 6= 0, there is onlyonesolution:? =
number2
number1

, so its solution set has only one

element.

• If number1 = 0 andnumber2 6= 0, then the equation hasno solutions, so its solution set
is∅ – the empty set.

• If number1 6= 0 andnumber2 = 0, then the equation hasall real numbers as solutions,
so its solution set isR – the set of all real numbers.

A slightly larger class of equations are the so-calledgeneral linear equations, which look like:

♥ · ?+♠ = ♦ · ?+♣. (A.3)

As we have already seen in Example A.1, the following principle is clearly true in general.

Any general linear equation of the form(A.3) can be “perfectly” transformed into a basic
linear equation of the form(A.2).

Example A.3. Let us consider the following equation intwo variables:

xy = x+ 2y. (A.4)

We can think of (A.4) as a linear equation in two ways:
(i) The unknown isx, so we thinky as a known quantity, thus the equation looks like:

♥ · x = x+♦, (A.5)

with both♥(= y) and♦(= 2y) treated as numbers.
(ii) The unknown isy, so we thinkx as a known quantity, thus the equation looks like:

♣ · y = ♠+ 2y (A.6)

with both♣(= x) and♠(= x) treated as numbers.

18 At times, when we don’t want to use specific letters, we use “funny” symbols like♥,♣,♠,♦, #, ♯, ♮, etc., which
are place-holders for known or unknown (most often numerical) quantities.
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This means that when we are asked tosolve(A.4) for x, we must think as in (i); but when we are
asked tosolve(A.4) for y, we must think as in (ii). With these considerations in mind the solutions
are as follows. (CAUTION : The solutions given in(A.8) and(A.10) aresloppy! We will revisit
them in the note that follows this Example.)

(i). To solve forx we make a plan on how to solve (A.5): we would subtractx, then group like
terms to make the equation look like a basic linear one:number1 · x = number2, and finally we
would solve by division. With this plan in mind, our steps areas follows:

original equation: xy = x+ 2y;

subtractx: xy − x = 2y;

combine like terms: (y − 1)x = 2y; (A.7)

divide by(y − 1): x =
2y

y − 1
. (A.8)

(ii). To solve fory, our plan is similar: subtract2y, then group like terms to make the equation
look like a basic linear one:number1 · y = number2, and finally we would solve by division.

original equation: xy = x+ 2y;

subtract2y: xy − 2y = x;

combine like terms: (x− 2)y = x; (A.9)

divide by(y − 1): y =
x

x− 2
. (A.10)�

Both answers given in the preceding Example are incomplete.The transformations of the
original equation (A.4) into both (A.7) and (A.9) are “perfect,” but the final answers given in (A.8)
and (A.10) are sloppy, because we did not care that much aboutdividing by a number which might
in fact be equal to zero: (i) in (A.8) we must account for the possibility thaty − 1 = 0, that is,
y = 1; (ii) in (A.10) we must account for the possibility thatx − 2 = 0, that is,x = 2. Therefore
the complete answers should look like:

x =





2y

y − 1
, if y 6= 1

no solution, if y = 1

y =





x

x− 2
, if x 6= 2

no solution, if x = 2

Proportions
In elementary school we learned that aproportion is anequality of fractions (ratios), so it is

presented as
numerator1

denominator1
=

numerator2
denominator2

. (A.11)

Of course, since we deal with fractions,the denominators are assumed to benon-zero. Since the
division is the inverse operation to multiplication, proportions can always be transformed according
to the following scheme.



308 A. ALGEBRA REVIEW I: EQUATIONS

Proportions in fraction-less form

I. A proportion of the form (A.11) yields an equality of two products, obtained bycross-
multiplication

numerator1 × denominator2 = numerator2 × denominator1.

II. Conversely, an equality of products, in which each product has anon-zerofactor

♠ · ♥ = ♣ · ♦, ♥,♦ 6= 0,

yields a proportion obtained bycross-divisionby the two non-zero factors:
♠
♦ =

♣
♥ .

Going back and forth between two forms of a proportion is a useful technique for solvingbasic
proportion equations, which are proportions in which one element is unknown, while the other

three are given, so they look like
?

♦ =
♣
♥ , or like

♠
?

=
♣
♥ . As long as the given denominators

in a proportion equation are non-zero, we can “perfectly” transform the equation using cross-
multiplication into a basic linear equation, which we can then solve by division. We summarize
this method using the phrase“ cross-multiply, then divide.”

Example A.4. Consider the equation:
3

t
=

7

9
. After cross-multiplication (which is a “perfect”

transformation, because the only given denominator is9 6= 0), we get the basic linear equation

7 t = 3 · 9 = 27, which by division (which is OK, since we divide by7 6= 0) yields: t =
27

7
=

36
7
= 2.857142857142 · · · = 2.857142.

Equations Vs. Identities
In Algebra we often useidentities(or formulas), which make our life a little easier, especially

when we need to solve equations, or when we want to simplify certain algebraic expressions. When
comparing identities with equations, the bottom line is:

An identity is a “trivial” equation, than is, anequality which is satisfied byall possible
values of the variables.

Example A.5. On the one hand, the equation(x+ 1)2 = x2 + 2x+ 1 is an identity: no matter
what value ofx we plug in, the equality will be satisfied.

On the other hand, the equation(x+ 1)2 = x2 +1 is notan identity: there are values forx, for
instancex = 1, for which the equality fails.

Among the many of identities used in Algebra, the package below is the most popular one:

Quadratic Product Identities

(♥+♠)2 = ♥2 + 2♥♠+♠2;

(♥−♠)2 = ♥2 − 2♥♠+♠2;

(♥+♠)(♥−♠) = ♥2 −♠2.
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Equations which are “almost trivial,” so they hold for instance for all values in an interval
(or a union of intervals) are referred to asconditional identities. We write them using the format
“equation,condition on the variable(s),” for example

x2 − 1

x− 1
= x+ 1, x 6= 1.

Power Equations with Positive Integer Exponents
Besides linear equations, thepowerequations are the next easiest to solve. Apower equation

is one of the form:

?♥ = number. (A.12)

with numberand♥ real numbers. The number♥ is called theexponentof the power equation.
At this point we only discuss the easiest case, when the exponent is apositive integer19, so the
left-hand of (A.12) is the product:

?♥ = ? · ? · · ·?︸ ︷︷ ︸
♥ factors

.

Of course, when the exponent is equal to1, the equation is already solved, so we can in fact assume
that it is at least2.�

Unless we are in some very special cases (as in Example A.6 ) the way we solve power
equations is not an honest one. What we are about to do is to make a statement and cook up a
notation that will help us cheat a little bit.

Power Equation Facts and Radical Notation

Assume the exponent♥ is an integer≥ 2.

FACT 1. Whenever the equation(A.12) has real solutions,exactlyoneof its real solutions
has thesame signas number(the right-hand side). This special solution is denoted by
♥

√
number. However, if (A.12) hasno real solution(see Fact 2 below), then the quantity

♥

√
numberis not defined!

FACT 2. Depending on theparity of of the exponent♥, the complete solutions of the power
equation(A.12) are as follows.

I. If ♥ is odd, then the equation hasexactlyone real solution: ? = ♥

√
number.

II. If ♥ is even, then according to thesign of number(the right-hand side), we have the
following three possibilities.
(a) If number> 0, the equation hastwo real solutions:

• onepositivesolution:? = ♥

√
number, and

19 The case when the exponent is anarbitrary real numberwill be treated in Section 0.2.
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• onenegativesolution:? = − ♥

√
number;

(b) If number= 0, the equation hasexactlyone real solution:? = ♥
√
0 = 0.

(c) If number< 0, the equation hasno real solution.

For cases(a) and(b), we can also use the “lazy” notation:? = ± ♥

√
number.

CONVENTION. A special case of interest, particularly in Geometry and Trigonometry, is when
the exponent is♥ = 2. In this case2

√
is simply denoted by

√
, and we call it thesquare root

operation.

Example A.6.
√
16 =?

According to the above definition, we must look at the equation ?2 = 16, solve it, and pick the
solution which is positive. It is clear that the particular solution we are looking for is4, so we have√
16 = 4. As for the equation?2 = 16, it has two solutions:? = ±4.

Example A.7.Solve the equationx2 = 2.
According to Fact 2.II above, the solutions of this equationare:x = ±

√
2. On the one hand,

our use the square root notation is clearly a way to “cheat” this problem, because we still don’t
know how big or small

√
2 really is. On the other hand, one can also make a claim that, infact we

do know what
√
2 quite well:

√
2 is the unique positive real number whose square is equal to2.

When doing calculations, this implicit description is goodenough, for example

(√
2)10 = 32,

and this is why we say that “
√
2 is anexactvalue” notation. If we want to get an idea how

√
2

“feels” as a number, then we will have to use a calculator (or do a hand computation as shown in
Appendix A), which reveals that:

√
2 = 1.4142135623730950488016887242 . . . . Unlike what we

saw in Example A.4, there is no repeating pattern20 of decimals here, and this is evidence that
√
2

is irrational. One can actuallyprovethat
√
2 is indeed irrational.

As we understand them, radicals arequantities describedimplicitly, so our preceding definition
can be restated as follows.

For any realnumber, and any integer♥ ≥ 2,

♥

√
number=? means:





?♥ = number,
and

? is a real number which hassame signasnumber

If such a quantity exists,it is unique. If such a quantity does not exist, then♥
√

numberis
not defined.

The following sign features are always helpful when dealingwith radicals:

20 In Example A.4 we encountered the rational number27

7
, whose decimal expansion was2.857142, meaning that

after the decimal point, the string “857142” repeats itself. This happens withany rational number.
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Sign Rules for Radicals

any
√
0 = 0;

any
√

positive= positive;

odd
√

negative= negative; even
√

negative= undefined.�
All identities included in the formula package shown below are conditional! (Besides the

main condition, other restrictions are shown next to the identity.)

Radical Identities

Assumeall radicals below are defined:
(

♥
√

number
)♥
= number. (Undoing Identity I)

♥
√

number♥ =

{
number, if ♥ is odd;∣∣number

∣∣, if ♥ is even.
(Undoing Identity II)

♥

√
♠
√

number=
♥·♠

√
number (“Cascading” Formula)

♥
√

number1 · number2 = ♥
√

number1 · ♥
√

number2. (Product Formula)

♥

√
numerator

denominator
=

♥
√

numerator
♥
√

denominator
, if denominator6= 0. (Quotient Formula)

CLARIFICATION . In the even case of undoing formula II, one uses theabsolute valueof
number, which is defined as

∣∣number
∣∣ =

{
number, if number≥ 0
−number, if number< 0

In other words|number| is pretty much the same asnumber, except that it removes the “−” sign,
if numberhappens to be negative. For instance|3| = |− 3| = 3, so when we only care about the
absolute values, the numbers3 and−3 become indistinguishable.�

Undoing even radicals without the use of absolute value isincorrect! In particular, an
equality like “

√
x2 = x” is not a true identity. In works forx ≥ 0, but fails forx < 0, for instance:√

(−2)2 =
√
4 = 2 6= −2.

Example A.8. We can use the Product and Quotient Formulas to pull out squares from under
square roots, for instance:

√
18

175
=

√
18√
175

=

√
9 · 2√
25 · 7

=

√
9
√
2√

25
√
7
=

3
√
2

5
√
7
.
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The final answer in the above calculation can be simplified to “look a little nicer” in two ways:

3
√
2

5
√
7
=

3(
√
2)2

5
√
7
√
2
=

3 · 2
5
√
7 · 2

=
6

5
√
14

; or (A.13)

3
√
2

5
√
7
=

3
√
2
√
7

5(
√
7)2

=
3
√
2 · 7

5 · 7 =
3
√
14

35
. (A.14)

Simplifying as we did in (A.13) is referred to asrationalizing the numerator, whereas what we did
in (A.14) is referred to asrationalizing the denominator.

Quadratic Expressions
Besides linear and power equations, the so-calledquadraticequations are the next easiest to

solve. Concerning the algebraic expressions involved in such equations, we use the following
terminology.

A quadratic expressionin a variablet is an algebraic expression of the form

Q(t) = at2 + bt + c, (A.15)

with a (the so-calledleading coefficient) always assumed to benon-zero. For any quadratic
expression as above, three important quantities are also relevant:

• thediscriminant: D = b2 − 4ac;

• thecritical number: tcritical = −
b

2a
;

• thecritical value: Q(tcritical) = −D

4a
.

COMMENT. In the Algebra course, we learned that for a quadratic functionf(x) = ax2+bx+c,
the critical numberxcritical and the critical valuef(xcritical) are precisely thecoordinates of the vertex
of the graph ofy = f(x). Alternatively, the critical value can also be computed with the help of

thediscriminant, using the second formula:−
D

4a
.

Completed Square Identity

Q(t) = a(t − tcritical)
2 + Q(tcritical) = a

(
t +

b

2a

)2

−
D

4a
(A.16)

Example A.9.Complete the square in:f(x) = 2x2 − 12x− 5.
Solution. The leading coefficient isa = 2 and the middle coefficient isb = −12. Thus the

critical number isxcritical = −
−12
2 · 2 = 3, and the critical value isf(3) = 2(3)2 − 12(3)− 5 = −23.

Thus, after completing the square, our expression is:

f(x) = 2(x− 3)2−23.
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Example A.10. Complete the squares in:x2 + 14x− 4y2 + 8y − 7.

Solution. This is a quadratic expression intwo variables. It will be better in this case to split
our expression as a sum of two separate expressions:

x2 + 14x− 4y2 + 8y − 7 =
[
x2 + 14x︸ ︷︷ ︸

f(x)

]
+
[
−4y2 + 8y − 7︸ ︷︷ ︸

g(y)

]
, (A.17)

and to complete the squares in each expression.21

In f(x) the leading coefficient isa = 1 and the middle coefficient isb = 14. Thus the critical

number isxcritical = −
14

2 · 1 = −7, and the critical value isf(−7) = (−7)2+14(−7) = −49. Thus,

after completing the square,f(x) becomes:

f(x) = (x+7)2−28. (A.18)

In g(y) the leading coefficient isa = −4 and the middle coefficient isb = 8. Thus the critical

number isycritical = −
8

2(−4) = 1, and the critical value isg(1) = −4(1)2 + 8(1)− 7 = −3. Thus,

after completing the square,g(y) becomes:

g(y) = −4(y − 1)2+4. (A.19)

Now we go back to (A.17) and replacef(x) andg(y) using the above two identities:

x2 + 14x− 4y2 + 8y − 7 =
[
(x+ 7)2 − 49︸ ︷︷ ︸

f(x)

]
+
[
−4(y − 1)2 − 3︸ ︷︷ ︸

g(y)

]
= (x+ 7)2 − 4(y − 1)2 − 52.

Quadratic Equations

A basic quadratic equation(with unknownv) is one of the form;

at2 + bt+ c = 0, (A.20)

where the leading coefficienta is not equal to zero.

We (should) always solve these equations using the following.

21 We could have included the constant term in the first expression, so we could have split intof(x) = x2+14x−7
andg(y) = −4y2 + 8y. In the end, the result will be the same.
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Quadratic Formula

Assuming we have a quadratic equation(A.20), with real coefficients, the real solutions are
determined by thesign of the discriminantD = b2 − 4ac, as follows:
(A) If D < 0, the equation hasno real solutions.
(B) If D = 0, the equation hasexactly one real solution, which is equal to the critical

numbert = − b

2a
.

(C) If D > 0, the equation hastwo distinct real solutions:

t =
−b ±

√
D

2a
. (A.21)

CLARIFICATION . Using square completion, we can re-write our equation (A.20) as

a

(
t+

b

2a

)2

− D

4a
= 0,

which upon multiplying everything by4ℓ, can be re-written as:

4a2
(
t+

c

2a

)2
−D = 0.

Since the first term can be simplified as4a2

(
t+

b

2a

)2

=

(
2a

(
t+

b

2a

))2

= (2at+ b)2, upon

addingD, our equation now reads:
(2at+ b)2 = D.

We can treat this as a power equation?2 = D, with unknown? = 2at+ b, so when we solve it
we get? = ±

√
D, so we now have

2at+ b = ±
√
D,

and the desired formula (A.21) follows immediately, by subtractingb, then by dividing by2a.
It should be pointed out here that the Quadratic Formula (A.21) also works in case (B), but in

that case we will have±
√
D = 0.

B Algebra Review II: Matrix Arithmetic

In this Appendix we review the basic facts concerning matrixarithmetic. We think amatrix
simply as arectangular table filled with numbers. Thesizeof a matrix is always be specified in the
form

number of rows× number of columns,

so for example a2× 2 matrix will be presented as

A =

[
♣ ♦
♥ ♠

]
.
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We “navigate” the entries (a.k.a.coefficients) in our matrix using notations likeaij , where the
first index (i) denotes the row number, and the second index (j) denotes the column number. For
example, the coefficients of the matrixA given above are:a11 = ♣, a12 = ♦, a21 = ♥, and
a22 = ♠. Two matrices areequal, if they have same size, and their coefficients match according to
their position.

Matrix Addition, Subtraction, and Scalar Multiplication�
The main limitation of addition and subtraction of matricesis the fact thatmatrices can be

added/subtracted, only if they have the same size.

Within this limitation,addition and subtraction of matrices ofsame sizeis carried on entry-by-
entry, so the result has the same size as the terms in the sum/difference. Specifically, if we look at
twom× n matrices

A =




a11 a12 a13 . . . a1n
a21 a22 a23 . . . a2n
...

...
...

...
am1 am2 a13 . . . amn


 , B =




b11 b12 b13 . . . b1n
b21 b22 b23 . . . b2n
...

...
...

...
bm1 bm2 b13 . . . bmn


 ,

their sum/difference will be again twom× n matrices:

A + B =




a11 + b11 a12 + b12 a13 + b13 . . . a1n + b1n
a21 + b21 a22 + b22 a23 + b23 . . . a2n + b2n

...
...

...
...

am1 + bm1 am2 + bm2 a13 + bm3 . . . amn + bmn


 ;

A − B =




a11 − b11 a12 − b12 a13 − b13 . . . a1n − b1n
a21 − b21 a22 − b22 a23 − b23 . . . a2n − b2n

...
...

...
...

am1 − bm1 am2 − bm2 a13 − bm3 . . . amn − bmn




Example B.1.[
1 2 3
4 5 6

]
+

[
−2 1 −3
7 −1 4

]
=

[
1 + (−2) 2 + 1 3 + (−3)
4 + 7 5 + (−1) 6 + 4

]
=

[
11 3 0
11 4 10

]
.

Another easy operation involving matrices isscalar multiplication, which is carried on by
multiplying each entry in the matrix by the given number. Specifically, if we start with some real
numbert and anm× n matrix

A =




a11 a12 a13 . . . a1n
a21 a22 a23 . . . a2n
...

...
...

...
am1 am2 a13 . . . amn


 ,

then the scalar producttA is again anm× n matrix

tA =




ta11 ta12 ta13 . . . ta1n
ta21 ta22 ta23 . . . ta2n

...
...

...
...

tam1 tam2 ta13 . . . tamn


 .
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Example B.2.

(−2)




1 2
3 4
5 6


 =




(−2)1 (−2)2
(−2)3 (−2)4
(−2)5 (−2)6


 =



−2 −4
−6 −8
−10 −12




It is fairly obvious that matrix subtraction can also be understood using addition and scalar
multiplication by−1, that is,

A−B = A+ (−1)B.
In many respects, addition and scalar multiplication for matrices behaves very much like real num-
ber arithmetic.

If A, B andC are matrices of same sizem× n, then the following identities hold.
I. Associativity of Addition:(A+B) +C = A+ (B+C).

II. Commutativity of Addition:A+B = B+A.

III. Opposite Property:(−A) +A = A+ (−A) = 0m×n; here−A = (−1)A and0m×n

is them× n zero matrix, which has all entries equal to zero.

IV. Easy Scalar Multiplications:0A = 0m×n; 1A = A; t0m×n = 0m×n.

V. Associativity of Scalar Multiplication:s(tA) = t(sA) = (st)A.

VI. Distributivity over Scalar Addition:(s+ t)A = sA+ tA.

VII. Distributivity over Matrix Addition:t(A+B) = tA+ tB.

Matrix Multiplication
The product of matrices is built up starting with its simplest version, which is described as

follows. Given arow matrixR and acolumn matrixC

R = [x1 x2 . . . xn], C =




y1
y2
...
yn


 ,

both having thesame number of entries, the row-times-column productRC is the number:

R ·C = x1y1 + x2y2 + . . . + xnyn.

More generally, given anm× n matrixA, and andn× k matrixB, the matrix productP = AB
is anm× k matrix, constructed by the the following rules:

(i) P has as many rows asA has, and as many columns asB has. ThusA is anm×k matrix.
(ii) The entrypij in P (that sits in rowi and columnj) is the row-times-column product

pij = [ith row ofA] · [j th column ofB].�
The matrix productP = AB is defined only if the following match occurs:

number of columns inA = number of rows inB.
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In general, the matrix product isnot commutative!This means that, even in the cases when both
the matrix productsAB andBA are defined, they may be different. For example,

[
1 2
3 4

]
·
[
1 0
0 2

]
=

[
1 4
3 8

]
, but

[
1 0
0 2

]
·
[
1 2
3 4

]
=

[
1 2
6 8

]
.

Example B.3. In Trigonometry, we only use2 × 2 and2 × 1 matrices, for which the only
possible products we are dealing with are covered by the following formulas

[
♣ ♦
♥ ♠

]
·
[
s
t

]
=

[
♣s+♦t
♥s+♠t

]
; (B.1)

[
♣ ♦
♥ ♠

]
·
[
s u
t v

]
=

[
♣s+♦t ♣u+♦v
♥s+♠t ♥u+♠v

]
. (B.2)

Even though matrix multiplication is not commutative, it still has some nice properties which
again resemble some from real number arithmetic.

I. Associativity of Matrix Multiplication:If AB andBC are defined then the following
products are defined and are equal:(AB)C = A(BC).

II. Distributivity on the Right over Matrix Addition:If AB andAC are defined, then so is
A(B+C), and furthermore:A(B+C) = AB+AC.

III. Distributivity on the Left over Matrix Addition:If AC andBC are defined, then so is
(A+B)C, and furthermore:(A+B)C = AC+BC.

One special type of matrices, which appear very naturally when dealing with matrix products,
are theidentity matricesIn, which aren×n (thussquare) matrices, which have1’s on the diagonal,
and zeros everywhere else. For example,

I2 =

[
1 0
0 1

]
; I3 =




1 0 0
0 1 0
0 0 1


 .

The most important property of such matrices is the following “easy” multiplication rule:

If A is anm× n matrix, then:
ImA = AIn = A. (B.3)

Invertible Matrices
When dealing with matrix multiplications, one can also ask if there is any notion ofdivision.

After all, when doing number arithmetic, we always understand the division operation as the “un-
doing” of a multiplication, or equivalently, multiplication byreciprocals. With these considerations
in mind, one introduces the following definition.
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A squaren×nmatrixA is said to beinvertible , if one can find another squaren×nmatrix
B, such that

AB = In.

CLARIFICATIONS. If a matrixB as above exists, then it is in factunique, and it also satisfies
the equality

BA = In.

For this, and many other reasons, the matrixB is denoted byA−1, and is referred to asthe inverse
ofA.

The inverse matrices (if they exist) are very useful for solving systems of linear equations. Any
system withn equations andn unknowns, of the form





a11x1 + a12x2 + · · ·+ a1nxn = c1
a21x1 + a22x2 + · · ·+ a2nxn = c2

...
an1x1 + an2x2 + · · ·+ annxn = cn

(B.4)

can also be presented in matrix form as a multiplication equationAX = C, where:

A =




a11 a12 . . . a1n
a21 a22 . . . a2n
...

...
...

an1 an2 . . . ann


 ; X =




x1
x2
...
xn


 ; C =




c1
c2
...
cn


 .

The point is that,if A is invertible, then the equationAX = C can be easily solved by multiplying
both sides on the left by’A−1, to giveX = A−1C. In turn, this means that, if we have a way to
compute the inverse matrix, by finding its coefficients, say

A−1 =




b11 b12 . . . b1n
b21 b22 . . . b2n
...

...
...

bn1 bn2 . . . bnn


 ,

then the given system (B.4) is immediately solved in matrix form:



x1
x2
...
xn


 =




b11 b12 . . . b1n
b21 b22 . . . b2n
...

...
...

bn1 bn2 . . . bnn


 ·




c1
c2
...
cn


 ,

which when we write everything down reads:




x1 = b11c1 + b12c2 + · · ·+ b1ncn
x2 = b21c1 + b22c2 + · · ·+ b2ncn

...
xn = bn1c1 + bn2c2 + · · ·+ bnncn
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In the COLLEGE ALGEBRA course you learned how to decide if a matrix is invertible and(if
it is) how to compute its inverse, both “by hand” (using reduced row-echelon forms) and with the
help of a scientific calculator. Fortunately, in the2×2 case (the only one needed in Trigonometry),
this problem is quite easy to solve, using the following scheme.

Invertibility Test & Formula for 2 × 2 Matrices

A matrix A =

[
♣ ♦
♥ ♠

]
is invertible, if and only if the quantitydet(A) = ♣♠ − ♦♥

(which is referred to as thedeterminant ofA) is non-zero. Moreover, if this is the case, then:

A−1 =
1

det(A)

[
♠ −♦
−♥ ♣

]
. (B.5)

Example B.4.Consider the matrixA =

[
1 2
3 4

]
, and let us find its inverse (if it has one).

By definition of the determinant, we havedet(A) = 1 · 4 − 2 · 3 = −2 6= 0, soA is indeed
invertible, and using (B.5) its inverse is:

A−1 =
1

−2

[
4 −2
−3 1

]
=

[
−2 1
3
2
−1

2

]
.
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