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Preface

These notes were developed as part of a course on differential geometry which
the author has taught for many years at UNCW. The first five chapters plus
chapter six, constitute the foundation of the three-hour course. The course is
cross-listed at the level of seniors and first year graduate students. In addition to
applied mathematics majors, the class usually attracts a good cohort of double
majors in mathematics and physics. Material from other chapters have inspired
a number of honors and master level theses. This book should be accessible to
students who have completed traditional training in advanced calculus, linear
algebra, and differential equations. Students who master the entirety of this
material will have gained insight on very powerful tools in mathematical physics
at the graduate level.

There are many excellent texts in differential geometry but very few have
an early introduction to differential forms and their applications to physics. It
is the purpose of these notes to:

1. Provide a bridge between the very practical formulation of classical differ-
ential geometry created by early masters of the late 1800’s, and the more
elegant but less intuitive modern formulation in terms of manifolds, bun-
dles and differential forms. In particular, the central topic of curvature is
presented in three different but equivalent formalisms.

2. Present the subject of differential geometry with an emphasis on making
the material readable to physicists who may have encountered some of
the concepts in the context of classical or quantum mechanics, but wish
to strengthen the rigor of the mathematics. A source of inspiration for
this goal is rooted in the shock to this author as a graduate student in
the 70’s at Berkeley, at observing the gasping failure of communications
between the particle physicists working on gauge theories and differential
geometers working on connection on fiber bundles. They seemed to be
completely unaware at the time, that they were working on the same
subject.

3. Make the material as readable as possible for those who stand at the
boundary between theoretical physics and applied mathematics. For this
reason, it will be occasionally necessary to sacrifice some mathematical
rigor or depth of physics, in favor of ease of comprehension.

ix



4. Provide the formal geometrical background for the mathematical theory
of general relativity.

5. Introduce examples of other applications of differential geometry to physics
that might not appear in traditional texts used in courses for mathematics
students. For example, several students at UNCW have written masters’
theses in the theory of solitons, but usually they have followed the path
of Lie symmetries in the style of Olver. We hope that the elegance of
Béacklund transforms will attract students to a geometric approach to the
subject. The book is also a stepping stone to other interconnected ar-
eas of mathematics such as representation theory, complex variables and
algebraic topology.

G. Lugo (2021)



Chapter 1

Vectors and Curves

1.1 Tangent Vectors

1.1.1 Definition Euclidean n-space R" is defined as the set of ordered n-
tuples p(p,...,p"), where p’ € R, for each i = 1,...,n. We may associate
a position vector p = (p!,...,p") with any given point a point p in n-space.
Given any two n-tuples p = (p',...,p"), q = (¢*,...,q") and any real number
¢, we define two operations:

p+a = (' +d',....p"+q"), (1.1)
cp = (ep',...,cp™).

These two operations of vector sum and multiplication by a scalar satisfy all
the 8 properties needed to give the set V' = R a natural structure of a vector
space. It is common to use the same notation R™ for the space of n-tuples and
for the vector space of position vectors. Technically, we should write p € R"”
when we think of R™ as a metric space and p € R"™ when we think of it as
vector space, but as most authors, we will freely abuse the notation. !

1.1.2 Definition Let z* be the real valued functions in R™ such that

z'(p) =p'
for any point p = (p!,...,p"). The functions 2 are then called the natural
coordinate functions. When convenient, we revert to the usual names for the
coordinates, ' = z, 2 = y and 23 = z in R3. A small awkwardness might

n these notes we will use the following index conventions:
e In R", indices such as i, j, k,l,m,n, run from 1 to n.
e In space-time, indices such as u, v, p, o, run from 0 to 3.
e On surfaces in R3, indices such as «, 3,7, §, run from 1 to 2.

e Spinor indices such as A, B, A, B run from 1 to 2.
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occur in the transition to modern notation. In classical vector calculus, a point
in R is often denoted by x, in which case, we pick up the coordinates with the
slot projection functions ' : R™ — R defined by

1.1.3 Definition A real valued function in R is of class C" if all the partial
derivatives of the function up to order r exist and are continuous. The space
of infinitely differentiable (smooth) functions will be denoted by C*°(R"™) or
F(R™).

1.1.4 Definition Let V and V’ be finite dimensional vector spaces such as
V =R and V' = R", and let L(V, V") be the space of linear transformations
from V to V'. The set of linear functionals L(V,R) is called the dual vector
space V*. This space has the same dimension as V.

In calculus, vectors are usually regarded as arrows characterized by a direc-
tion and a length. Thus, vectors are considered as independent of their location
in space. Because of physical and mathematical reasons, it is advantageous to
introduce a notion of vectors that does depend on location. For example, if the
vector is to represent a force acting on a rigid body, then the resulting equations
of motion will obviously depend on the point at which the force is applied. In
later chapters, we will consider vectors on curved spaces; in these cases, the
positions of the vectors are crucial. For instance, a unit vector pointing north
at the earth’s equator is not at all the same as a unit vector pointing north
at the tropic of Capricorn. This example should help motivate the following
definition.

1.1.5 Definition A tangent vector X, in R", is an ordered pair {x,p}. We
may regard x as an ordinary advanced calculus “arrow-vector” and p is the
position vector of the foot of the arrow.

The collection of all tangent vectors at a point p € R™ is called the tangent
space at p and will be denoted by T),(R™). Given two tangent vectors X,,, Y,
and a constant ¢, we can define new tangent vectors at p by (X +Y),=X,+Y,
and (c¢X), = c¢X,. With this definition, it is clear that for each point p, the
corresponding tangent space T,,(R") at that point has the structure of a vector
space. On the other hand, there is no natural way to add two tangent vectors
at different points.

The set T(R™) (or simply TR™) consisting of the union of all tangent spaces
at all points in R" is called the tangent bundle. This object is not a vector space,
but as we will see later it has much more structure than just a set.

1.1.6 Definition A wector field X in U C R" is a section of the tangent
bundle, that is, a smooth function from U to T'(U). The space of sections
D(T(U) is also denoted by 2 (U).

The difference between a tangent vector and a vector field is that in the
latter case, the coefficients v¢ of x are smooth functions of z*. Since in general
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TM =TR"

Fig. 1.1: Tangent Bundle

there are not enough dimensions to depict a tangent bundle and vector fields
as sections thereof, we use abstract diagrams such as shown Figure 1.1. In such
a picture, the base space M (in this case M = R"™) is compressed into the
continuum at the bottom of the picture in which several points p1,...,ps are
shown. To each such point one attaches a tangent space. Here, the tangent
spaces are just copies of R™ shown as vertical “fibers” in the diagram. The
vector component x, of a tangent vector at the point p is depicted as an arrow
embedded in the fiber. The union of all such fibers constitutes the tangent
bundle TM = TR"™. A section of the bundle amounts to assigning a tangent
vector to every point in the base. It is required that such assignment of vectors
is done in a smooth way so that there are no major “changes” of the vector
field between nearby points.
Given any two vector fields X and Y and any

smooth function f, we can define new vector fields ™ S
(/P NN R
(X+Y), = X,+Y, (L2 | AT A !
(fX), = fX LN
! v TREN AN
so that 2 (U) has the structure of a vector space E: i‘:::::::f;; ; /
over R. The subscript notation X, indicating the Nl A %y /
location of a tangent vector is sometimes cum- " o g /

bersome, but necessary to distinguish them from

vector fields. Fig. 1.2: Vector Field
Vector fields are essential objects in physical

applications. If we consider the flow of a fluid in

a region, the velocity vector field represents the

speed and direction of the flow of the fluid at that point. Other examples of

vector fields in classical physics are the electric, magnetic, and gravitational

fields. The vector field in figure 1.2 represents a magnetic field around an

electrical wire pointing out of the page.

1.1.7 Definition Let X, = {x,p} be a tangent vector in an open neighbor-
hood U of a point p € R™ and let f be a C* function in U. The directional
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derivative of f at the point p, in the direction of x, is defined by

X,(f) = V(p) - x, (1.3)
where V f(p) is the gradient of the function f at the point p. The notation
Xp(f) = Vpr,

is also commonly used. This notation emphasizes that, in differential geometry,
we may think of a tangent vector at a point as an operator on the space of
smooth functions in a neighborhood of the point. The operator assigns to a
function f, the directional derivative of that function in the direction of the
vector. Here we need not assume as in calculus that the direction vectors have
unit length.

It is easy to generalize the notion of directional derivatives to vector fields
by defining

X(f)=Vxf=Vf- x, (1.4)
where the function f and the components of x depend smoothly on the points
of R™.

The tangent space at a point p in R™ can be envisioned as another copy of
R" superimposed at the point p. Thus, at a point p in R?, the tangent space
consist of the point p and a copy of the vector space R? attached as a “tangent
plane” at the point p. Since the base space is a flat 2-dimensional continuum,
the tangent plane for each point appears indistinguishable from the base space
as in figure 1.2.

Later we will define the tangent space for a curved continuum such as a
surface in R? as shown in figure 1.3. In this case, the tangent space at a point
p consists of the vector space of all vectors actually tangent to the surface at
the given point.

Fig. 1.3: Tangent vectors X, Y, on a surface in R.

1.1.8 Proposition If f,g € ZF(R"), a,b € R, and X € 2 (R") is a vector
field, then

X(af +bg) = aX(f)+bX(g), (1.5)
X(fg) = fX(g9)+gX(f)
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1.1.9 Remark The space of smooth functions is a ring, ignoring a small
technicality with domains. An operator such as a vector field with the properties
above, is called a linear derivation on . (R™).

Proof First, let us develop an mathematical expression for tangent vectors and
vector fields that will facilitate computation.

Let p € U be a point and let z* be the coordinate functions in U. Suppose that
X, = {x,p}, where the components of the Euclidean vector x are (v',...,v™).
Then, for any function f, the tangent vector X, operates on f according to the

o 50 =3 0 (55) o "

i=1

It is therefore natural to identify the tangent vector X, with the differential
operator

X, = Zn:vi (aii>p (1.7)

i=1

0 0
f— 1 — .« . n R
o = (aaﬂ)p* o (ax)

Notation: We will be using Einstein’s convention to suppress the summation
symbol whenever an expression contains a repeated index. Thus, for example,
the equation above could be simply written as

X, = (aii)p' (1.8)

This equation implies that the action of the vector X, on the coordinate func-
tions z' yields the components v’ of the vector. In elementary treatments,
vectors are often identified with the components of the vector, and this may
cause some confusion.

The operators
0 0
{61,...7€k}|p = {(éh:l>p""’ (axn)p}

form a basis for the tangent space T,,(R"™) at the point p, and any tangent vector
can be written as a linear combination of these basis vectors. The quantities
v* are called the contravariant components of the tangent vector. Thus, for
example, the Euclidean vector in R?

x=3i+4j—-3k

located at a point p, would correspond to the tangent vector

ses(8),4(3),+(2),
$p yZD ZZU
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Let X = vi§ be an arbitrary vector field and let f and g be real-valued
ml

functions. Then

X(af + bg) v

ii (af +bg)

P ah) + o o)

= av 4 -+ hot 3g‘
1t ox?

X(f)+0X(g).

i

Similarly,

X(fg) = axz(fg)
)

- vifai-(g)+vigai(f)
080
- f a i +g 8 i
= 1X(9) + 9X(f)

To re-emphasize, any quantity in Euclidean space which satisfies relations 1.5
is a called a linear derivation on the space of smooth functions. The word linear
here is used in the usual sense of a linear operator in linear algebra, and the
word derivation means that the operator satisfies Leibnitz’ rule.

The proof of the following proposition is slightly beyond the scope of this
course, but the proposition is important because it characterizes vector fields
in a coordinate-independent manner.

1.1.10 Proposition Any linear derivation on .#(R") is a vector field.

This result allows us to identify vector fields with linear derivations. This
step is a big departure from the usual concept of a “calculus” vector. To a
differential geometer, a vector is a linear operator whose inputs are functions
and whose output are functions that at each point represent the directional
derivative in the direction of the Euclidean vector.

1.1.11 Example Given the point p(1,1), the Euclidean vector x = (3,4),
and the function f(z,y) = ? + y?, we associate x with the tangent vector

o 0
Xp =35, +ig.

of of

X,(f) = (83:) *4((’9@,)
= 3(22)|, +4(2y)lp,
= 3(2) +4(2) = 14.

Then,
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1.1.12 Example Let f(z,y,2) = 2y?2 and x = (3z, 2y, 2). Then

of of of

et oy [ 2L el
s (a6) +2 (57) ++ (5

32(y?2°) + 2y(22y2%) + 2(3xy°2?),
= 3ay?2® + dxy?2® + 3xy?2® = 102223,

X(f)

1.1.13 Definition Let X be a vector field in R™ and p be a point. A curve
a(t) with a(0) = p is called an integral curve of X if o/(0) = X,,, and, whenever
a(t) is the domain of the vector field, &/ (t) = X ).

In elementary calculus and differential equations, the families of integral
curves of a vector field are called the streamlines, suggesting the trajectories
of a fluid with velocity vector X. In figure 1.2, the integral curves would be
circles that fit neatly along the flow of the vector field. In local coordinates,
the expression defining integral curves of X constitutes a system of first order
differential equations, so the existence and uniqueness of solutions apply locally.
We will treat this in more detail in subsection 7.1.1

1.2 Differentiable Maps

1.2.1 Definition Let F': R® — R™ be a vector function defined by coor-
dinate entries F(p) = (f*(p), f2(p),...f™(p)). The vector function is called
a mapping if the coordinate functions are all differentiable. If the coordinate
functions are C*°, F is called a smooth mapping. If (x!,22,...2") are local
coordinates in R™ and (y*, 2, ...y™) local coordinates in R™, amap y = F(x)
is represented in advanced calculus by m functions of n variables

W =fi(z'), i=1...n, j=1...m. (1.9)

A map F : R® — R™ is differentiable at a point p € R™ if there exists a linear
transformation DF(p) : R™ — R™ such that

lig F(P+h) — F(p) — DF(p)(h)|

= 1.1
h—0 ‘h| 0 ( 0)

The linear transformation DF'(p)is called the Jacobian. A differentiable map
that is invertible and the inverse is differentiable, is called a diffeomorphism.

Remarks

1. A differentiable mapping ' : I € R — R"™ is what we called a curve. If
t € I = [a,b], the mapping gives a parametrization x(t), as we discussed
in the previous section.

2. A differentiable mapping F': R € R™ — R" is called a coordinate trans-
formation. Thus, for example, the mapping F : (u,v) € R? — (z,y) €
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R2, given by functions x = x(u,v), y = y(u,v), would constitute a change
of coordinates from (u,v) to (x,y). The most familiar case is the polar
coordinates transformation x = rcosf, y = rsinf.

3. A differentiable mapping F : R € R? — R3 is what in calculus we
called a parametric surface. Typically, one assumes that R is a simple
closed region, such as a rectangle. If one denotes the coordinates in R?
by (u,v) € R, and x € R?, the parametrization is written as x(u,v) =
(x(u,v),y(u,v), z(u,v)). The treatment of surfaces in R? is presented in
chapter 4. If R? is replaced by R™, the mapping locally represents a
2-dimensional surface in a space of n dimensions.

For each point p € R", we say that the Jacobian induces a linear trans-
formation F. from the tangent space T,R" to the tangent space Tp,)R™. In
differential geometry we this Jacobian map is also called the push-forward. If
we let X be a tangent vector in R", then the tangent vector F, X in R™ is
defined by

EX(f)=X(foF), (1.11)
where f € Z(R™). (See figure 1.4)

XeT R X Tp R™ S F,X

| l

R™ ¥ . R™

Fig. 1.4: Jacobian Map.

As shown in the diagram, F, X (f) is evaluated at F'(p) whereas X is evalu-
ated at p. So, to be precise, equation 1.11 should really be written as

FX(f)(F(p)) = X(f o F)(p), (1.12)
FX(f)oF =X(foF), (1.13)

As we have learned from linear algebra, to find a matrix representation of a
linear map in a particular basis, one applies the map to the basis vectors. If
we denote by {a%} the basis for the tangent space at a point p € R™ and by
{a%j} the basis for the tangent space at the corresponding point F'(p) € R™

with coordinates given by ¢/ = f7(z*), the push-forward definition reads,

Fu () = 2 (F o F),
of oy’
- Ayi Oz’
o . 9y o

Flow) = awiog
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In other words, the matrix representation of F), in standard basis is in fact the
Jacobian matrix. In classical notation, we simply write the Jacobian map in
the familiar form,
o dy’ 0
oxt Ozt Oy’

(1.14)

1.2.2 Theorem If F:R"™ — R™ and G : R™ — RP are mappings, then
(GoF), =G,0F,.
Proof Let X € T,,(R)", and f be a smooth function f: R” — R. Then,

(Go F).(X)(f) = X(f o (GoF)

1.2.3 Inverse Function Theorem. When m = n, mappings are called
change of coordinates. In the terminology of tangent spaces, the classical in-
verse function theorem states that if the Jacobian map F, is a vector space
isomorphism at a point, then there exists a neighborhood of the point in which
F is a diffeomorphism.

1.2.4 Remarks

1. Equation 1.14 shows that under change of coordinates, basis tangent vec-
tors and by linearity all tangent vectors transform by multiplication by
the matrix representation of the Jacobian. This is the source of the almost
tautological definition in physics, that a contravariant tensor of rank one,
is one that transforms like a contravariant tensor of rank one.

2. Many authors use the notation dF to denote the push-forward map F.

3. If F: R" - R™ and G : R™ — RP are mappings, we leave it as an
exercise for the reader to verify that the formula (G o F), = G, o F,
for the composition of linear transformations corresponds to the classical
chain rule.

4. As we will see later, the concept of the push-forward extends to manifold
mappings F': M — N.
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1.3 Curves in R?

1.3.1 Parametric Curves

1.3.1 Definition A curve a(t) in R? is a C° map from an interval I C
R into R3. The curve assigns to each value of a parameter t € R, a point

(a}(t),0%(t),a’(t)) € R®.

IcR +% R?
t o a(t) = (al(t),a’(t), (1))

One may think of the parameter ¢ as representing time, and the curve o as
representing the trajectory of a moving point particle as a function of time.
When convenient, we also use classical notation for the position vector

x(t) = (2! (1), 2%(t), 2° (1)), (1.15)

which is more prevalent in vector calculus and elementary physics textbooks.
Of course, what this notation really means is

z'(t) = (u' o a)(t), (1.16)

where u’ are the coordinate slot functions in an open set in R?

1.3.2 Example Let
a(t) = (ait 4 by, agt + by, ast + b). (1.17)
This equation represents a straight line passing through the point p = (b1, b2, b3),

in the direction of the vector v = (a1, az, as).

1.3.3 Example Let
a(t) = (acoswt, asinwt, bt). (1.18)

This curve is called a circular helix. Geometrically, we may view the curve as the
path described by the hypotenuse of a triangle with slope b, which is wrapped
around a circular cylinder of radius a. The projection of the helix onto the
xy-plane is a circle and the curve rises at a constant rate in the z-direction
(See Figure 1.5a). Similarly, the equation «(t) = (acoshwt,asinhwt,bt) is
called a hyperbolic “helix.” It represents the graph of curve that wraps around
a hyperbolic cylinder rising at a constant rate.

1.3.4 Example Let

a(t) = (a(l + cost),asint,2asin(t/2)). (1.19)

This curve is called the Temple of Viviani. Geometrically, this is the curve
of intersection of a sphere z? + y? + 22 = 4a? of radius 2a, and the cylinder
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a) b),

Fig. 1.5: a) Circular Helix. b) Temple of Viviani

22 + y2 = 2ax of radius a, with a generator tangent to the diameter of the
sphere along the z-axis (See Figure 1.5b).

The Temple of Viviani is of historical interest in the development of calculus.
The problem was posed anonymously by Viviani to Leibnitz, to determine on
the surface of a semi-sphere, four identical windows, in such a way that the
remaining surface be equivalent to a square. It appears as if Viviani was chal-
lenging the effectiveness of the new methods of calculus against the power of
traditional geometry.

It is said that Leibnitz understood the nature
of the challenge and solved the problem in one
day. Not knowing the proposer of the enigma,
he sent the solution to his Serenity Ferdinando,
as he guessed that the challenge must have orig-
inated from prominent Italian mathematicians.
Upon receipt of the solution by Leibnitz, Viviani
posted a mechanical solution without proof. He
described it as using a boring device to remove
from a semisphere, the surface area cut by two
cylinders with half the radius, and which are tan-
gential to a diameter of the base. Upon realizing this could not physically be
rendered as a temple since the roof surface would rest on only four points,
Viviani no longer spoke of a temple but referred to the shape as a “sail.”

1.3.5 Definition Let a: I — R3 be a curve in R? given in components as

above a = (a!,a?,a?). For each point t € I we define the velocity or tangent

vector of the curve by
da! do? do?
o (t) = (—, —_, —) . (1.20)
dt ' dt = dt ()

At each point of the curve, the velocity vector is tangent to the curve and thus
the velocity constitutes a vector field representing the velocity flow along that
curve. In a similar manner the second derivative «”(t) is a vector field called
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the acceleration along the curve. The length v = ||a/(t)|| of the velocity vector
is called the speed of the curve. The classical components of the velocity vector
are simply given by

. dx dzt dz? dz?

and the speed is

dat\? dz2\* da3\”
(Y () () 1
The notation T'(t) or T, (t) is also used for the tangent vector o’ (t), but for now,
we reserve T'(t) for the unit tangent vector to be introduced in section 1.3.3 on
Frenet frames.

As is well known, the vector form of the equa-
tion of the line 1.17 can be written as x(t) =
p + tv, which is consistent with the Euclidean
axiom stating that given a point and a direction,
there is only one line passing through that point
in that direction. In this case, the velocity x = v

V(t)

is constant and hence the acceleration X = 0.
This is as one would expect from Newton’s law
of inertia.

The differential dx of the position vector given by

(1.23)

dzt dx? da?
dX:(dxl,dx2,dx3):< T x)

At dt dt

which appears in line integrals in advanced calculus is some sort of an infinitesi-
mal tangent vector. The norm ||dx/|| of this infinitesimal tangent vector is called
the differential of arc length ds. Clearly, we have

ds = ||dx|| = v dt. (1.24)

If one identifies the parameter ¢ as time in some given units, what this says
is that for a particle moving along a curve, the speed is the rate of change of
the arc length with respect to time. This is intuitively exactly what one would
expect.

The notion of infinitesimal objects needs to be treated in a more rigorous
mathematical setting. At the same time, we must not discard the great intuitive
value of this notion as envisioned by the masters who invented calculus, even
at the risk of some possible confusion! Thus, whereas in the more strict sense
of modern differential geometry, the velocity is a tangent vector and hence it
is a differential operator on the space of functions, the quantity dx can be
viewed as a traditional vector which, at the infinitesimal level, represents a
linear approximation to the curve and points tangentially in the direction of v.
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1.3.2 Velocity

For any smooth function f: R?® = R , we formally define the action of the
velocity vector field o (t) as a linear derivation by the formula

& (O(F) o= (o) | (1.25)

The modern notation is more precise, since it takes into account that the veloc-
ity has a vector part as well as point of application. Given a point on the curve,
the velocity of the curve acting on a function, yields the directional derivative
of that function in the direction tangential to the curve at the point in question.
The diagram in figure 1.6 below provides a more visual interpretation of the
velocity vector formula 1.25, as a linear mapping between tangent spaces.

4 e TR = T,»yR® 3 o/(2)

| |

R—= LR T R

Fig. 1.6: Velocity Vector Operator

The map «a(t) from R to R? induces a push-forward map a, from the
tangent space of R to the tangent space of R® . The image a*(%) in TR3 of
d

the tangent vector 7 is what we call o/(t).

a,(d/dt) = o/ (t).

Since o (t) is a tangent vector in R?, it acts on functions in R? . The action of
o'(t) on a function f on R? is the same as the action of d/dt on the composition
(f o). In particular, if we apply o’(t) to the coordinate functions z%, we get
the components of the tangent vector

& (0)) Loty = (@ ol (1.26)

To unpack the above discussion in the simplest possible terms, we associate
with the classical velocity vector v = % a linear derivation o' (t) given by

d . .
o (t) = ﬁ(:ﬁZ 0 ) (0/0x" ) a1
_da' D dz? 0 dz3 0

- J @ g w9 1.2
dt Ozl + dt Ox? + dt Oz3 (1.27)

So, given a real valued function f in R3, the action of the velocity vector is
given by the chain rule

_ofdit | of da* | of &

! _ _ i
' ()(f) = ozl dt Ox2 dt Ox3 dt
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If a(t) is a curve in R™ with tangent vector X = o/(t), and F : R* —» R™
is differentiable map, then F, X is a tangent vector to the curve F o o in R™.
That is, F, maps tangent vectors of a to tangent vectors of F o a.

1.3.6 Definition If ¢ = t(s) is a smooth, real valued function and «(t) is a
curve in R3 | we say that the curve 3(s) = a(t(s)) is a reparametrization of .

A common reparametrization of curve is obtained by using the arc length
as the parameter. Using this reparametrization is quite natural, since we know
from basic physics that the rate of change of the arc length is what we call
speed

ds ,
v= = la/ (t)]]- (1.28)

The arc length is obtained by integrating the above formula

s :/||o/(t)|| it = /\/(d;;)2+ (‘Z”;)Q + (‘23)2 dt (1.29)

In practice, it is typically difficult to find an explicit arc length parametrization
of a curve since not only does one have to calculate the integral, but also one
needs to be able to find the inverse function ¢ in terms of s. On the other hand,
from a theoretical point of view, arc length parameterizations are ideal, since
any curve so parametrized has unit speed. The proof of this fact is a simple
application of the chain rule and the inverse function theorem.

B(s) = [a(t(s))
= ' (t(s))t'(s)
= o/ (t(s)

s'(t(s))
_A(t(s)
[lo’ (E (DI’

and any vector divided by its length is a unit vector. Leibnitz notation makes
this even more self-evident

dx dx dt %
—_— = —_—— = T
ds dt ds &
dx
_ dt
A

1.3.7 Example Let a(t) = (acoswt,asinwt, bt). Then

v(t) = (—awsinwt, aw coswt, b),
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t
/ V/ (—awsinwu)? + (aw cos wu)? + b2 du
0

t
/ Va2w? + b? du
0
= ct, where, c= Va2w?+ b2

The helix of unit speed is then given by

s(t)

ws ws [ ws
- - i - bi .
B(s) = (acos rasin——,b— )

1.3.3 Frenet Frames

Let 3(s) be a curve parametrized by arc length and let T'(s) be the vector
T(s) = B'(s). (1.30)

The vector T'(s) is tangential to the curve and it has unit length. Hereafter, we
will call T the unit tangent vector. Differentiating the relation

T -T=1, (1.31)
we get
27T =0, (1.32)
so we conclude that the vector T is orthogonal to T. Let N be a unit vector
orthogonal to 7', and let x be the scalar such that

T'(s) = kN (s). (1.33)

We call N the unit normal to the curve, and « the curvature. Taking the length
of both sides of last equation, and recalling that N has unit length, we deduce
that

k= IT"(s)]- (1.34)

It makes sense to call x the curvature because, if T is a unit vector, then 7”(s)
is not zero only if the direction of 1" is changing. The rate of change of the
direction of the tangent vector is precisely what one would expect to measure
how much a curve is curving. We now introduce a third vector

B=TxN, (1.35)

which we will call the binormal vector. The triplet of vectors (T, N, B) forms
an orthonormal set; that is,

T -T=N-N=B-B=1,
T-N=T-B=N-B=0. (1.36)
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If we differentiate the relation B - B = 1, we find that B - B’ = 0, hence B’ is
orthogonal to B. Furthermore, differentiating the equation T - B = 0, we get

B -T+B-T =0.
rewriting the last equation
B'-T=-T-B=-xkN-B=0,

we also conclude that B’ must also be orthogonal to T. This can only happen
if B’ is orthogonal to the T'B-plane, so B’ must be proportional to N. In other
words, we must have

B'(s) = —7N(s), (1.37)

for some quantity 7, which we will call the torsion. The torsion is similar to
the curvature in the sense that it measures the rate of change of the binormal.
Since the binormal also has unit length, the only way one can have a non-zero
derivative is if B is changing directions. This means that if in addition B did
not change directions, the vector would truly be a constant vector, so the curve
would be a flat curve embedded into the T'N-plane.

The quantity B’ then measures the rate of
change in the up and down direction of an ob-
server moving with the curve always facing for-
ward in the direction of the tangent vector. The
binormal B is something like the flag in the back
of sand dune buggy. B

The set of basis vectors {T, N, B} is called T
the Frenet frame or the repére mobile (moving N
frame). The advantage of this basis over the fixed
{i,j, k} basis is that the Frenet frame is naturally =~ Fig. 1.7: Frenet Frame.
adapted to the curve. It propagates along the
curve with the tangent vector always pointing in the direction of motion, and
the normal and binormal vectors pointing in the directions in which the curve
is tending to curve. In particular, a complete description of how the curve is
curving can be obtained by calculating the rate of change of the frame in terms
of the frame itself.

1.3.8 Theorem Let §(s) be a unit speed curve with curvature x and torsion
7. Then

T = KN
N' = —&T B . (1.38)
B = —TN

Proof We need only establish the equation for N’. Differentiating the equation
N-N =1, weget 2N - N' =0, so N’ is orthogonal to N. Hence, N’ must be a
linear combination of T' and B.

N’ =aT + bB.
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Taking the dot product of last equation with T and B respectively, we see that
a=N"-T,and b=N'-B.

On the other hand, differentiating the equations N -7 =0, and N - B = 0, we
find that

N -T=-N-T'=-N-(kN) = —k
N'-B=-N-B'=-N-(-7N) =r.

We conclude that a = —k, b = 7, and thus
N' = —kT + 7B.

The Frenet frame equations (1.38) can also be written in matrix form as shown
below.

T 0 k 0 T
N = -k 0 7 N |. (1.39)
B 0O -7 0 B

The group-theoretic significance of this matrix formulation is quite important
and we will come back to this later when we talk about general orthonormal
frames. Presently, perhaps it suffices to point out that the appearance of an
antisymmetric matrix in the Frenet equations is not at all coincidental.

The following theorem provides a computational method to calculate the
curvature and torsion directly from the equation of a given unit speed curve.

1.3.9 Proposition Let 3(s) be a unit speed curve with curvature £ > 0 and
torsion 7. Then

ko= 87(s)l
ro= 2P B[B;,ﬁ} (1.40)

Proof If 5(s) is a unit speed curve, we have 3'(s) = T. Then

T' = 8'(s) = kN,
8" 8" = (kN) - (kN),

/BN X ﬁ// _ HZ
K= 8"
5///(8) — KJ/N + KJN/

k'N + k(—=kT + 7B)
K'N + —r*T + kTB.
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B 18" xB" = T-[kN x (KN + —k?T + k7B)]
= T-[s*B+rk*rT)]
2
K

= T
5/ . [6” % B///]
T = 7’%2
_ ﬁ/ . [ﬁ” % BW]

6" . 6//

1.3.10 Example Consider a circle of radius r whose equation is given by

a(t) = (rcost,rsint,0).

Then,
o' (t) = (—rsint,rcost,0)
lo/(t)| = +/(=rsint)? + (rcost)? + 02
= \/7“2(sim2 t + cos?t)
=

Therefore, ds/dt = r and s = rt, which we recognize as the formula for the
length of an arc of circle of radius r, subtended by a central angle whose measure
is t radians. We conclude that

5 s
- - i - O
B(s) (rcoswrsmr7 )

is a unit speed reparametrization. The curvature of the circle can now be easily
computed

s s
T = ! = (—si ™ 7707
B'(s)=( sin —, cos — )
1 1
T = (—fcos§,—fsin§70)7
r roor
ko= |18"1I=1T"Il;

s 5
— \/C082 = sin? 2 + 02,
7’ r

_ 28 28
\/7"2 (cos? — + sin 7n)

1

r

This is a very simple but important example. The fact that for a circle of radius
r the curvature is k = 1/r could not be more intuitive. A small circle has large
curvature and a large circle has small curvature. As the radius of the circle
approaches infinity, the circle locally looks more and more like a straight line,
and the curvature approaches 0. If one were walking along a great circle on a
very large sphere (like the earth) one would be perceive the space to be locally
flat.
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1.3.11 Proposition Let a(t) be a curve of
velocity v, acceleration a, speed v and curva-
ture k, then

v = T,
dv 9
a = ET-F’U kN. (1.41)

Proof Let s(t) be the arc length and let
B(s) be a unit speed reparametrization. Then Fig. 1.8:
a(t) = B(s(t)) and by the chain rule

o' (1),
B'(s(t)s'(¢),
vT.

Osculating Circle

A%

a = d'(t),
= B )5 ),
dt
dv
= Zr N
o + v(kN)v,

= %T +v2KN.
Equation 1.41 is important in physics. The equation states that a particle
moving along a curve in space feels a component of acceleration along the
direction of motion whenever there is a change of speed, and a centripetal
acceleration in the direction of the normal whenever it changes direction. The
centripetal Acceleration and any point is

where r is the radius of a circle called the osculating circle.

The osculating circle has maximal tangential contact with the curve at the
point in question. This is called contact of order 2, in the sense that the circle
passes through two nearby in the curve. The osculating circle can be envisioned
by a limiting process similar to that of the tangent to a curve in differential
calculus. Let p be point on the curve, and let ¢; and g2 be two nearby points. If
the three points are not collinear, they uniquely determine a circle. The center
of this circle is located at the intersection of the perpendicular bisectors of the
segments joining two consecutive points. This circle is a “secant” approximation
to the tangent circle. As the points ¢; and g2 approach the point p, the “secant”
circle approaches the osculating circle. The osculating circle, as shown in figure
1.8, always lies in the T'N-plane, which by analogy is called the osculating
plane. If T" = 0, then k = 0 and the osculating circle degenerates into a circle
of infinite radius, that is, a straight line. The physics interpretation of equation
1.41 is that as a particle moves along a curve, in some sense at an infinitesimal



20 CHAPTER 1. VECTORS AND CURVES

level, it is moving tangential to a circle, and hence, the centripetal acceleration
at each point coincides with the centripetal acceleration along the osculating
circle. As the points move along, the osculating circles move along with them,
changing their radii appropriately.

1.3.12 Example (Helix)

ws
B(s) = (acos—,asin—,—), where ¢=+/a?w? + b2,
aw ws aw ws b
Bl(s) = (_78 777 777%
8(s) ( aw? ws  aw? ws 0)
s) = (——co ———sin
2 b 2 ) b)
c c c c
3 3
» aw ws  aw ws
ﬂ (8) = (CTSI 7,_73 08770),
/{2 _ 5//_51/’
2, 4
a‘w
= C4 3
2
aw
K = j’:cT
(/8/5///8///)
T = ﬂ”'ﬂ” )
b —%cosﬂ f%sinﬂ, c?
- _Z c c c?. c —_,
c “osin®® —%5-cos ©F a’wt
ba?w® *
T B a2t

Simplifying the last expression and substituting the value of ¢, we get

B bw
T 2wZ + b2
2
aw
K t+t— .
202 + b2

Notice that if b = 0, the helix collapses to a circle in the zy-plane. In this case,
the formulas above reduce to kK = 1/a and 7 = 0. The ratio k/7 = aw/b is
particularly simple. Any curve for which /7 = constant, is called a helix; the
circular helix is a special case.
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1.3.13 Example (Plane curves) Let a(t) = (z(t),y(t),0). Then

"= (2,y,0),
o = ("9 0),
1 — (x///’y/l/ 0)
fla" < a"||
Kk = ,
/|
| ‘,L,/y// _ y/‘r// |
(22 + y2)3/2
7 = 0.

1.3.14 Example Let 3(s) = (x(s),y(s),0), where

s t2
= s — dt
x(s) /0 cos 5 dt,
s t2
= in — dt. 1.42
v = [ singn (1.2

Then, using the fundamental theorem of calculus, we have

, 82 82
B (S) (C082 stl @70)7

Since ||f’|| = v = 1, the curve is of unit speed, and s is indeed the arc length.
The curvature is given by

P ||$/yll / //” _( / )1/2
S . 82 S 2
= || _?Slnﬁ,ECOS@,O|‘7
= 02'

The functions (1.42) are the classical Fresnel integrals which we will discuss in
more detail in the next section.

In cases where the given curve «(t) is not of unit speed, the following propo-
sition provides formulas to compute the curvature and torsion in terms of «.

1.3.15 Proposition If a(t) is a regular curve in R3 | then

2 _ e/ xa”|?
(a/a//a///)

= -—= 1.44

N Ty )

I

where (a/a’’ @) is the triple vector product [o x '] - a/".
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Proof
o = T,
o’ = VT +v%N,
" = (VRN +...,
= kN +...,
v kTB+ .. ..

As the computation below shows, the other terms in o/ are unimportant here
because o x o is proportional to B, so all we need is the B component to
solve for .

o xa" = V(T x N)=v*kB,
lo x o] = v,
[o" x|
K = —.
3
(O/ % a//) .Oé/// _ 1}6I€27’,
(a/a//a///)
T = 0052
(a/a//a///)
= o x |2

1.4 Fundamental Theorem of Curves

The fundamental theorem of curves basically states that prescribing a cur-
vature and torsion as functions of some parameter s, completely determines up
to position and orientation, a curve f(s) with that given curvature and torsion.
Some geometrical insight into the significance of the curvature and torsion can
be gained by considering the Taylor series expansion of an arbitrary unit speed
curve 3(s) about s = 0.

Since we are assuming that s is an arc length parameter,

B(s) = B(0) + 5'(0)

+... (1.45)

B'0) = T(0)=Tp
p7(0) = (kN)(0) = roNo
B"(0) = (=K*T+ KN+ r7B)(0) = —k3To + Ky No + KoToBo

Keeping only the lowest terms in the components of 7', N, and B, we get the
first order Frenet approximation to the curve

1 1
B(s) = B(0) + Tos + imoNosz + EAOTOBOSB. (1.46)
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The first two terms represent the linear approximation to the curve. The first
three terms approximate the curve by a parabola which lies in the osculating
plane (T'N-plane). If kg = 0, then locally the curve looks like a straight line.
If 79 = 0, then locally the curve is a plane curve contained on the osculating
plane. In this sense, the curvature measures the deviation of the curve from
a straight line and the torsion (also called the second curvature) measures the
deviation of the curve from a plane curve. As shown in figure 1.9 a non-planar
space curve locally looks like a wire that has first been bent into a parabolic
shape in the TN and twisted into a cubic along the B axis. So suppose that p

Fig. 1.9: Cubic Approximation to a Curve

is an arbitrary point on a curve B(s) parametrized by arc length. We position
the curve so that p is at the origin so that 8(0) = 0 coincides with the point
p. We chose the orthonormal basis vectors {e1, ez, e3} in R3? to coincide with
the Frenet Frame Ty, Ng, By at that point. then, the equation (1.46) provides
a canonical representation of the curve near that point. This then constitutes
a proof of the fundamental theorem of curves under the assumption the curve,
curvature and torsion are analytic. (One could also treat the Frenet formulas
as a system of differential equations and apply the conditions of existence and
uniqueness of solutions for such systems.)

1.4.1 Proposition A curve with k = 0 is part of a straight line.
If k = 0 then G(s) = B(0) + sTo.

1.4.2 Proposition A curve a(t) with 7 =0 is a plane curve.

Proof If 7 =0, then (¢/a”’a’") = 0. This means that the three vectors o/, o”,
and o are linearly dependent and hence there exist functions a;(s),a2(s) and
a3(s) such that

as" + asd” + a0 =0.
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This linear homogeneous equation will have a solution of the form
a = cja] + coag + €3, ¢; = constant vectors.
This curve lies in the plane
(x—c3) n=0, where n=c; X ¢y

A consequence of the Frenet Equations is that given two curves in space C'
and C* such that k(s) = k*(s) and 7(s) = 7 * (s), the two curves are the same
up to their position in space. To clarify what we mean by their ”position” we
need to review some basic concepts of linear algebra leading to the notion of
isometries.

1.4.1 Isometries

1.4.3 Definition Let x and y be two column vectors in R™ and let x”
represent the transposed row vector. To keep track on whether a vector is
a row vector or a column vector, hereafter we write the components {z'} of a
column vector with the indices up and the components {z;} of a row vector with
the indices down. Similarly, if A is an n X n matrix, we write its components
as A = (a’;). The standard inner product is given by matrix multiplication of
the row and column vectors

<x,y>=x"y, (1.47)
=<y, x>. (1.48)

The inner product gives R™ the structure of a normed space by defining ||x|| =<
x,x >1/2 and the structure of a metric space in which d(x,y) = ||x — y||. The
real inner product is bilinear (linear in each slot), from which it follows that
Ix £ y|? = lIx|I> £2 < x,y > +[ly|* (1.49)
Thus, we have the polarization identity
<xy >= lx+yl® - 1lx - yl* (1.50)
The Euclidean inner product satisfies the relation

<x,y >= [Ix] - [[yllcos, (1.51)

where 6 is the angle subtended by the two vectors.

Two vectors x and y are called orthogonal if < x,y >= 0, and a set of
basis vectors # = {ey,...e,} is called an orthonormal basis if < e;,e; >= d;;.
Given an orthonormal basis, the dual basis is the set of linear functionals {a'}
such that a'(e;) = d5. In terms of basis components, column vectors are given
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by x = z'e;, row vectors by x7 = x;07, and the inner product

<X,y > :xTy7

= (zia')(y’e;),
= (wiy’ )’ (e5) = (ziy?)d}.
= xiyi7
yl
2
= [1‘1 Z9... xn] Y
yn

Since |cos | < 1, it follows from equation 1.51, a special case of the Schwarz
inequality

| <xy > | <[]yl (1.52)

Let F' be a linear transformation from R™ to R"™ and # = {ey,...e,} be an
orthonormal basis. Then, there exists a matrix A = [F]% given by

A= (d) = a'(F(ey), (1.53)

or in terms of the inner product,
A= (aij) =< ei,F(ej) > (154)

On the other hand, if A is a fixed n x n matrix, the map F defined by F(x) =
Ax is a linear transformation from R™ to R™ whose matrix representation
in the standard basis is the matrix A itself. It follows that given a linear
transformation represented by a matrix A, we have

< x, Ay > =x" Ay, (1.55)
= (ATx)"y,
=< ATxy >. (1.56)

1.4.4 Definition A real nxn matrix A is called orthogonalif ATA = AAT =
I. The linear transformation represented by A is called an orthogonal transfor-
mation. Equivalently, the transformation represented by A is orthogonal if

<x, Ay >=< A7'x,y > . (1.57)
Thus, real orthogonal transformations are represented by symmetric matrices
(Hermitian in the complex case) and the condition ATA = I implies that
det(A) = £1.

1.4.5 Theorem If A is an orthogonal matrix, then the transformation de-
termined by A preserves the inner product and the norm.
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Proof

< Ax, Ay > =< AT Ax,y >,
=<Xx,y >.

Furthermore, setting y = x:

<AxX, AX > =< x,X >,
| Ax|* = |||,
[Ax|| = [[x]]-

As a corollary, if {e;} is an orthonormal basis, then so is {f; = Ae;}. That is,
an orthogonal transformation represents a rotation if det A = 1 and a rotation
with a reflection if det A = —1.

1.4.6 Definition A mapping F': R™ — R" called an isometry if it preserves
distances. That is, if for all x,y

d(F(x), F(y)) = d(x,y). (1.58)

1.4.7 Example (Translations) Let q be fixed vector. The map F(x)
x + q is called a translation. It is clearly an isometry since |F(x) — F(y)]|

[x+p—(y+p)l=Ix—-yl.

1.4.8 Theorem An orthogonal transformation is an isometry.

Proof Let F be an isometry represented by an orthogonal matrix A. Then,
since the transformation is linear and preserves norms, we have:

d(F(x), F(x)) = [[Ax — Ay]],
= [[AGx = y)ll;
= [x=vl

The composition of two isometries is also an isometry. The inverse of a
translation by q is a translation by —q. The inverse of an orthogonal transfor-
mation represented by A is an orthogonal transformation represented by A~!.
Consequently, the set of isometries consisting of translations and orthogonal
transformations constitutes a group. Given a general isometry, we can use a
translation to insure that £'(0) = 0. We now prove the following theorem.

1.4.9 Theorem If F is an isometry such that F(0) = 0, then F is an
orthogonal transformation.

Proof We need to prove that F' preserves the inner product and that it is
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linear. We first show that F' preserves norms. In fact

[F(x)[| = d(F(x),0),
= d(F(x), F(0),

=d(x,0),
=[x =0,
=[xl

Now, using 1.49 and the norm preserving property above, we have:

d(F(x), F(y)) = d(x,y),
IF(x) = F(y)lI* = IIx - ¥l
IFx)|? -2 < F(x), F(y) > +H|E@)I* = Ix]* -2 < x,y > +[y]*
< F(x),F(y) >=<x,y >.
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To show F is linear, let e; be an orthonormal basis, which implies that f; = F'(e;)

is also an orthonormal basis. Then

F(ax +by) = < Flax +by,f; > f;,

-

=1

3

< Flax+by), Fle,) >
1

(3

< (ax +by),e; > f;,

-

i=1

n n
az < X, € >f¢+bz <y,e; > 1,

i=1 =1

n n
a) <F(x),f>fi+b> <F(y)f>f,
=1

i=1

=aF(x)+bF(y).

1.4.10 Theorem If F: R" — R" is an isometry then

F(x) = Ax+q, (1.59)

where A is orthogonal.

Proof If F(0 = q, then F = F — q is an isometry with F(0) = 0 and hence
by the previous theorem F'is an orthogonal transformation represented by an

orthogonal matrix Fx = Ax. It follows that F(x) = Ax + q.

We have just shown that any isometry is the composition of translation and
an orthogonal transformation. The latter is the linear part of the isometry.
The orthogonal transformation preserves the inner product, lengths, and maps

orthonormal bases to orthonormal bases.
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1.4.11 Theorem If o is a curve in R™ and (8 is the image of « under a
mapping F, then vectors tangent to o get mapped to tangent vectors to 3.
Proof Let 8 = F o «. The proof follows trivially from the properties of the
Jacobian map 8, = (F o o), = F.a, that takes tangent vectors to tangent
vectors. If in addition F' is an isometry, then F, maps the Frenet frame of « to
the Frenet frame of .

We now have all the ingredients to prove the following:

1.4.12 Theorem (Fundamental theorem of curves) If C' and C are space
curves such that x(s) = &(s), and 7(s) = 7(s) for all s, the curves are isometric.
Proof Given two such curves, we can perform a translation so that, for some
s = o, the corresponding points on C' and C are made to coincide. Without
loss of generality, we can make this point be the origin. Now we perform an
orthogonal transformation to make the Frenet frame {Tg, No, By} of C coincide
with the Frenet frame {TO,Z\?mBO} of C. By Schwarz inequality, the inner
product of two unit vectors is also a unit vector, if and only if the vectors are
equal. With this in mind, let

L=T-T+N-N+B-B.

A simple computation using the Frenet equations shows that L' = 0, so L =
constant. But at s = 0 the Frenet frames of the two curves coincide, so the
constant is 3 and this can only happen if for all s, T = T, N=N, B=B.
Finally, since T = T, we have f'(s) = 3(s), so ﬁ( ) = B(s)+ constant. But
since 8(0) = 3(0), the constant is 0 and B(s) = 3(s) for all s.

1.4.2 Natural Equations

The fundamental theorem of curves states that up to an isometry, that is
up to location and orientation, a curve is completely determined by the curva-
ture and torsion. However, the formulas for computing x and 7 are sufficiently
complicated that solving the Frenet system of differential equations could be a
daunting task indeed. With the invention of modern computers, obtaining and
plotting numerical solutions is a routine matter. There is a plethora of differ-
ential equations solvers available nowadays, including the solvers built-in into
Maple, Mathematica, and Matlab. For plane curves, which are characterized

Fig. 1.10: Tangent

by 7 = 0, it is possible to find an integral formula for the curve coordinates in
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terms of the curvature. Given a curve parametrized by arc length, consider an
arbitrary point with position vector x = (x,y) on the curve, and let ¢ be the
angle that the tangent vector T' makes with the horizontal, as shown in figure
1.10. Then, the Euclidean vector components of the unit tangent vector are
given by

3—;{ =T = (cos ¢, sin p).

This means that
dx
ds
From the first Frenet equation we also have

dy _ .
=cosy, and ——= =siney.

ds

dT . dy dy
_— == _ _—) =
o ( smgpds,cosgods) kN,

z(s) = /coscp ds, y(s)= /sincp ds,where, ¢ = //{ ds. (1.60)

so that,
90

We conclude that

Equations 1.60 are called the natural equations of a plane curve. Given the
curvature x, the equation of the curve can be obtained by “quadratures,” the
classical term for integrals.

1.4.13 Example Circle: kK =1/R

The simplest natural equation is one where the curvature is constant. For
obvious geometrical reasons we choose this constant to be 1/R. Then, ¢ = s/R
and

x = (Rsim%7 —Rcos %)7

which is the equation of a unit speed circle of radius R.

1.4.14 Example Cornu spiral: K = 7s
This is the most basic linear natural equation, except for the scaling factor of

7 which is inserted for historical conventions. Then ¢ = *7T82 and

xz(s) =C(s) = /COS(%TI’SQ) ds; y(s) = S(s) = /Sin(%ﬂ'SZ) ds. (1.61)

The functions C(s) and S(s) are called Fresnel Integrals. In the standard clas-
sical function libraries of Maple and Mathematica, they are listed as FresnelC
and FresnelS respectively. The fast-increasing frequency of oscillations of the
integrands here make the computation prohibitive without the use of high-speed
computers. Graphing calculators are inadequate to render the rapid oscillations
for s ranging from 0 to 15, for example, and simple computer programs for the
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a) b)

Fig. 1.11: Fresnel Diffraction

trapezoidal rule as taught in typical calculus courses, completely fall apart in
this range. The Cornu spiral is the curve x(s) = (z(s),y(s)) parametrized by
Fresnel integrals (See figure 1.11a). It is a tribute to the mathematicians of
the 1800’s that not only were they able to compute the values of the Fresnel
integrals to 4 or 5 decimal places, but they did it for the range of s from 0 to
15 as mentioned above, producing remarkably accurate renditions of the spiral.
Fresnel integrals appear in the study of diffraction. If a coherent beam of light
such as a laser beam, hits a sharp straight edge and a screen is placed behind,
there will appear on the screen a pattern of diffraction fringes. The amplitude
and intensity of the diffraction pattern can be obtained by a geometrical con-
struction involving the Fresnel integrals. First consider the function ¥(s) = ||x]|
that measures the distance from the origin to the points in the Cornu spiral in
the first quadrant. The square of this function is then proportional to the in-
tensity of the diffraction pattern, The graph of |¥(s)|? is shown in figure 1.11b.
Translating this curve along an axis coinciding with that of the straight edge,
generates a three dimensional surface as shown from ”above” in figure 1.11c. A
color scheme was used here to depict a model of the Fresnel diffraction by the
straight edge.

1.4.15 Example Logarithmic Spiral x = 1/(as + b)

A logarithmic spiral is a curve in which the position vector x makes a constant
angle with the tangent vector, as shown in figure 1.12. A formula for the curve
can be found easily if one uses the calculus formula in polar coordinates

r

tan g = i

(1.62)

Here, 1 is the angle between the polar direction and the tangent. If ¢ is con-
stant, then one can immediately integrate the equation to get the exponential
function below, in which & is the constant of integration

r(0) = kelcot¥)d (1.63)

Derivation of formula 1.62 has fallen through the cracks in standard fat cal-
culus textbooks, at best relegated to an advanced exercise which most students
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Fig. 1.12: Logarithmic Spiral

will not do. Perhaps the reason is that the section on polar coordinates is typi-
cally covered in Calculus II, so students have not yet been exposed to the tools
of vector calculus that facilitate the otherwise messy computation. To fill-in
this gap, we present a short derivation of this neat formula. For a plane curve
in parametric polar coordinates, we have

x(t) = (r(t) cosO(t),r(t) sind(t)),

% = (fcos —rsinf 0, 7sinf +rcosf ).
A direct computation of the dot product gives,
| <x, %> |2 = (r)2
On the other hand,

| <x,% > 2= x| |%]* cos® v,

= 72(#2 4+ 1r26%) cos? 1).
Equating the two, we find,

% = (1% + r262) cos® ¢,
(sin? )7 = 1262 cos? 1),
(sine) dr = rcos db,
r

tany = o0

We leave it to the reader to do a direct computation of the curvature. Instead,
we prove that if K = 1/(as + b), where a and b are constant, then the curve is
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a logarithmic spiral. From the natural equations, we have,

w_ 1

ds as+b’
1

0 = —1In(as +b)+ C, C = const,
a

¢ = B(as +b), B=e'"C=1/A,
ds

Back to the natural equations, the x and y coordinates are obtained by inte-
grating,

T = /Ae“e cos 6 db,
y= /Ae“e sin @ df.

We can avoid the integrations by parts by letting z = x + iy = re’?. We get

z = A/eaeem do,
=A / elet? qp,

A asipe

a+1

_ .eaeeia.
a—+1

)

Extracting the real part ||z]| = r, we get

A af

T me , (1.64)
which is the equation of a logarithmic spiral with a = cot . As shown in figure
1.12, families of concentric logarithmic spirals are ubiquitous in nature as in
flowers and pine cones, in architectural designs. The projection of a conical
helix as in figure 4.8 onto the plane through the origin, is a logarithmic spiral.
The analog of a logarithmic spiral on a sphere is called a loxodrome as depicted
in figure 4.2.

1.4.16 Example Meandering Curves: x = sin s

A whole family of meandering curves are obtained by letting x = Asinks.
The meandering graph shown in picture 1.13 was obtained by numerical inte-
gration for A = 2 and “wave number” k = 1. The larger the value of A the
larger the curvature of the “throats.” If A is large enough, the “throats” will
overlap.
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Fig. 1.13: Meandering Curve

Fig. 1.14: Bimodal Meander

Using superpositions of sine functions gives rise to a beautiful family of “multi-
frequency” meanders with graphs that would challenge the most skillful cal-
ligraphists of the 1800’s. Figure 1.14 shows a rendition with two sine functions
with equal amplitude A = 1.8, and with k; = 1, ky = 1.2.



Chapter 2

Differential Forms

2.1 Omne-Forms

The concept of the differential of a function is one of the most puzzling ideas
in elementary calculus. In the usual definition, the differential of a dependent
variable y = f(z) is given in terms of the differential of the independent variable
by dy = f’(x)dz. The problem is with the quantity dz. What does “dx” mean?
What is the difference between Az and dx? How much “smaller” than Az does
dz have to be? There is no trivial resolution to this question. Most introductory
calculus texts evade the issue by treating dx as an arbitrarily small quantity
(lacking mathematical rigor) or by simply referring to dx as an infinitesimal
(a term introduced by Newton for an idea that could not otherwise be clearly
defined at the time.)

In this section we introduce linear algebraic tools that will allow us to in-
terpret the differential in terms of a linear operator.

2.1.1 Definition Let p € R", and let T,(R") be the tangent space at p.
A 1-form at p is a linear map ¢ from T,(R™) into R, in other words, a linear
functional. We recall that such a map must satisfy the following properties:

a) #(X,) € R, VX, € R" (2.1)
b)  ¢(aX, +bY,) = ap(X,) + bd(Y,), Va,beR, X,,Y, € T,(R")

A 1-form is a smooth assignment of a linear map ¢ as above for each point in
the space.

2.1.2 Definition Let f: R™ — R be a real-valued C'* function. We define
the differential df of the function as the 1-form such that

df (X) = X(f), (2.2)

for every vector field in X in R™. In other words, at any point p, the differential
df of a function is an operator that assigns to a tangent vector X, the directional

34
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derivative of the function in the direction of that vector.

df (X)(p) = Xp(f) = V(p) - X(p)- (2:3)

In particular, if we apply the differential of the coordinate functions z* to the
basis vector fields, we get

0 ox' i
907 =9 =0 (2.4)
The set of all linear functionals on a vector space is called the dual of the
vector space. It is a standard theorem in linear algebra that the dual of a finite
dimensional vector space is also a vector space of the same dimension. Thus,
the space T} (R™) of all 1-forms at p is a vector space which is the dual of
the tangent space T,(R"™). The space T,y(R") is called the cotangent space of
R"™ at the point p. Equation (2.4) indicates that the set of differential forms

da'(

{(dz'),,...,(dz™),} constitutes the basis of the cotangent space which is dual
to the standard basis {(%)p, e (a%)p} of the tangent space. The union of all

the cotangent spaces as p ranges over all points in R" is called the cotangent
bundle T*(R™).

2.1.3 Proposition Let f be a smooth function in R™ and let {z!,...2"} be
coordinate functions in a neighborhood U of a point p. Then, the differential
df is given locally by the expression

of ..
df = 2.5
f o= 3 g (25)
_ 9 4
B 83@1
Proof The differential df is by definition a 1-form, so, at each point, it must be
expressible as a linear combination of the basis {(dz'),, ..., (dz™),}. Therefore,

to prove the proposition, it suffices to show that the expression 2.5 applied to
an arbitrary tangent vector coincides with definition 2.2. To see this, consider
a tangent vector X, = vJ( aga) and apply the expression above as follows:

of
oz’

() = (rde) 52 )0) (2.6

oxJ
= v/ )(p)

(
of .. 0
0 ) G
= w20
= VW)
= (LX)
= Vi) -x(p)
FX))
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The definition of differentials as linear functionals on the space of vector fields is
much more satisfactory than the notion of infinitesimals, since the new definition
is based on the rigorous machinery of linear algebra. If « is an arbitrary 1-form,
then locally

a=a(x)dz' +, ... + a,(x)dz", (2.7)

where the coefficients a; are C* functions. Thus, a 1-form is a smooth section of
the cotangent bundle and we refer to it as a covariant tensor of rank 1, or simply
a covector. The collection of all 1-forms is denoted by Q}(R") = Z°(R"). The
coefficients (a1, . .., a,) are called the covariant components of the covector. We
will adopt the convention to always write the covariant components of a covector
with the indices down. Physicists often refer to the covariant components of a
1-form as a covariant vector and this causes some confusion about the position
of the indices. We emphasize that not all one forms are obtained by taking the
differential of a function. If there exists a function f, such that o = df, then
the one form « is called ezxact. In vector calculus and elementary physics, exact
forms are important in understanding the path independence of line integrals
of conservative vector fields.

As we have already noted, the cotangent space T,y (R") of 1-forms at a point
p has a natural vector space structure. We can easily extend the operations of
addition and scalar multiplication to the space of all 1-forms by defining

(a + B)(X)
(fe)(X)

a(X) + B(X) (2.8)
fa(X)

for all vector fields X and all smooth functions f.

2.2 Tensors

As we mentioned at the beginning of this chapter, the notion of the differen-
tial dz is not made precise in elementary treatments of calculus, so consequently,
the differential of area dxdy in R?, as well as the differential of surface area in
R3 also need to be revisited in a more rigorous setting. For this purpose, we
introduce a new type of multiplication between forms that not only captures
the essence of differentials of area and volume, but also provides a rich algebraic
and geometric structure generalizing cross products (which make sense only in
R3) to Euclidean space of any dimension.

2.2.1 Definition A map ¢ : Z(R") x £ (R") — R is called a bilinear
map of vector fields, if it is linear on each slot. That is, VX;,Y; € 2 (R"), f'¢€
Z(R™), we have

O(f' X1+ P X2, Y1) = [flo(X1, Y1)+ fPo(Xa, Y1)
O X1, f'Y1+ PY2) = flo(X1, Y1)+ fPo(X1, Ya).
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2.2.1 Tensor Products

2.2.2 Definition Let o and 8 be 1-forms. The tensor product of o and S is
defined as the bilinear map a ® 8 such that

(@®B)(X,Y) = a(X)B(Y) (2.9)

for all vector fields X and Y.
Thus, for example, if & = a;dz’ and B = b;dz?, then,

o 0 0 0
(a®5)(@7@) = a(@)ﬁ(@)
0 0
= (aida’)(5-7)(bjdz’)(5-7)
= akbl.

A quantity of the form T = T};dz’ ® da? is called a covariant tensor of rank
2, and we may think of the set {dr! ® d2’/} as a basis for all such tensors.
The space of covariant tensor fields of rank 2 is denoted Z;’(R™). We must
caution the reader again that there is possible confusion about the location of
the indices, since physicists often refer to the components 7T;; as a covariant
tensor of rank two, as long is it satisfies some transformation laws.

In a similar fashion, one can define the tensor product of vectors X and Y
as the bilinear map X ® Y such that

(X @Y)(f,9) = X(/)Y(9) (2.10)

for any pair of arbitrary functions f and g.
IfX =d2 and Y = bjai then the components of X @ Y in the basis

ox’t T

% ® % are simply given by a’b’. Any bilinear map of the form

0 o0 (2.11)

T="T1_— :
oxt — OxJ

is called a contravariant tensor of rank 2 in R™ . The notion of tensor products
can easily be generalized to higher rank, and in fact one can have tensors of
mixed ranks. For example, a tensor of contravariant rank 2 and covariant rank
1 in R™ is represented in local coordinates by an expression of the form

i 0 0

T=T", — @ — ®dz".

koxt ™ O

This object is also called a tensor of type (f) Thus, we may think of a tensor of
type (f) as a map with three input slots. The map expects two functions in the
first two slots and a vector in the third one. The action of the map is bilinear
on the two functions and linear on the vector. The output is a real number.
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A tensor of type (2) is written in local coordinates as

iy O 0 ; ;
=T 5 ® - ® pye ®@da’t @...dal (2.12)

The tensor components are given by

0 0

7117---1“ — 7:1 i'r
Ty mr = T(dz",...,dx

). (2.13)

The set T7|,(R™) of all tensors of type T, at a point p has a vector space
structure. The union of all such vector spaces is called the tensor bundle, and
smooth sections of the bundle are called tensor fields 7" (R™); that is, a tensor
field is a smooth assignment of a tensor to each point in R”™.

2.2.2 Inner Product

Let X = a* aii and Y = b/ % be two vector fields and let

g(X,Y) = d;;a't. (2.14)

The quantity ¢g(X,Y) is an example of a bilinear map that the reader will
recognize as the usual dot product.

2.2.3 Definition A bilinear map g(X,Y) =< X,Y > on vectors is called a
real inner product if

L g(X,Y) =g(Y, X),
2. 9(X,X) >0, VX,
3. g(X,X) =0iff X =0.

Since we assume ¢g(X,Y") to be bilinear, an inner product is completely specified
by its action on ordered pairs of basis vectors. The components g;; of the inner
product are thus given by

0 0
where g;; is a symmetric n x n matrix which we assume to be non-singular. By
linearity, it is easy to see that if X = a* a?ﬂ and Y = b/ % are two arbitrary
vectors, then

<X,Y >=g(X,Y) = g;ja't’.

In this sense, an inner product can be viewed as a generalization of the dot
product. The standard Euclidean inner product is obtained if we take g;; = d;;.
In this case, the quantity g(X, X) =|| X ||? gives the square of the length of the
vector. For this reason, g;; is called a metric and g is called a metric tensor.
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Another interpretation of the dot product can be seen if instead one consid-

ers a vector X = a’ (gi and a 1-form a = bjdxj . The action of the 1-form on

the vector gives

alX) = (bjda:j)(ai a?:i)
= bja’(da?)(3%)
= b]aléf

= a’bi.

If we now define ‘
bi = gijij (216)

we see that the equation above can be rewritten as
a'b; = gi;a't’,

and we recover the expression for the inner product.

Equation (2.16) shows that the metric can be used as a mechanism to lower
indices, thus transforming the contravariant components of a vector to covariant
ones. If we let g%/ be the inverse of the matrix g;;, that is

9% grj = &, (2.17)
we can also raise covariant indices by the equation
b = g"b;. (2.18)

We have mentioned that the tangent and cotangent spaces of Euclidean space
at a particular point p are isomorphic. In view of the above discussion, we see
that the metric g can be interpreted on one hand as a bilinear pairing of two
vectors

g:T,(R") xT,(R") — R,
and on the other, as inducing a linear isomorphism
Gy : T,(R") — T, (R")
defined by
G, X(Y)=g(X,Y), (2.19)

that maps vectors to covectors. To verify this definition is consistent with the
action of lowering indices, let X = a' aii and Y =¥/ %. We show that that
G, X = a; dz*. In fact,

G X(Y) = (a; dz")(V 555),
= aibjdxi(%),
= a;b’ 6,
= a;b' = gi;a’d’,
=g(X,Y).
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The inverse map G* : T (R") — T,(R") is defined by
< Gfa, X >= a(X), (2.20)

for any 1-form « and tangent vector X. In quantum mechanics, it is common
to use Dirac’s notation, in which a linear functional o on a vector space V is
called a bra-vector denoted by (|, and a vector X € V is called a ket-vector,
denoted by |X). The, action of a bra-vector on a ket-vector is defined by the
bracket,

(o] X) = a(X). (2.21)

Thus, if the vector space has an inner product as above, we have
(| X) =< G*a, X >= a(X). (2.22)

The mapping C : T;(R") — R given by (o, X) = (a|X) = a(X) is called
a contraction. In passing, we introduce a related concept called the interior
product, or contraction of a vector and a form. If « is a (k + 1)-form and X a
vector, we define

iXa(Xl,...,Xk):OL(X,Xl,...,Xk). (223)
In particular, for a one form, we have
ixa={(a|X)=a(X).

If T is a type (}) tensor, that is,

i y a
T:Tjdl'j®%,

The contraction of the tensor is given by

C(T) =T j{da’ | 32%),
=T"; dr? (537),
= sz 61]"
=T,.

In other words, the contraction of the tensor is the trace of the n x n array that
represents the tensor in the given basis. The notion of raising and lowering
indices as well as contractions can be extended to tensors of all types. Thus,
for example, we have
97 Tikitm = T" kim.-
A contraction between the indices i and [ in the tensor above could be denoted
by the notation
Co(T" kim) = T kim = Tiem-

This is a very simple concept, but the notation for a general contraction is a
bit awkward because one needs to keep track of the positions of the indices
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contracted. Let T be a tensor of type (2) A contraction Clk yields a tensor of
type (Zj) Let T be given in the form 2.12. Then,

—

CL(T) = T -it-vmisnin 0 o o 0 g @ 0 @drh.. @dit...dw",

J1eeJk—1M0k+1-.-Js Oxtl ozl ox'ir

where the “hat” means that these are excluded. Here is a very neat and most
useful result. If S is a 2-tensor with symmetric components T;; = T}; and A is
a 2-tensor with antisymmetric components A" = —A7*, then the contraction

S A =0 (2.24)

The short proof uses the fact that summation indices are dummy indices and
they can be relabeled at will by any other index that is not already used in an
expression. We have

SijAY = 8jiAY = =G AV' = S AM = —5;;AY =0,
since the quantity is the negative of itself.

In terms of the vector space isomorphism between the tangent and cotangent
space induced by the metric, the gradient of a function f, viewed as a differential
geometry vector field, is given by

Grad f = G*df, (2.25)
or in components ‘ ‘ B
(V) =V'f=4g7f;, (2.26)
where f,; is the commonly used abbreviation for the partial derivative with
respect to ad.
In elementary treatments of calculus, authors often ignore the subtleties of

differential 1-forms and tensor products and define the differential of arc length

as o
ds® = gijdx'da?

although what is really meant by such an expression is

ds® = g;;dz’ @ da?. (2.27)

2.2.4 Example In cylindrical coordinates, the differential of arc length is
ds* = dr* + r?d6* + dz>. (2.28)

In this case, the metric tensor has components

9ij = (2:29)

OO =
o 3. O

[N
= o O
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2.2.5 Example In spherical coordinates,

x = rsinfcos ¢,

y = rsinfsin @,
z =rcos#, (2.30)

and the differential of arc length is given by

ds® = dr? + r?d6? + r*sin® 0 d¢?. (2.31)

In this case the metric tensor has components

1 0 O

gj=10 10 : (2.32)

0 0 72%sin#?

2.2.3 Minkowski Space

An important object in mathematical physics is the so-called Minkowski
space which is defined as the pair (M 3y,7), where

Mg s = {(t,z', 2% 2| t, 2" € R} (2.33)
and 7 is the bilinear map such that
(X, X) =t — (") — (2%)? — (z*). (2.34)
The matrix representing Minkowski’s metric 7 is given by
n = diag(1,-1,—-1,-1),

in which case, the differential of arc length is given by

ds* = Nuvdx! @ dz”
= dt®dt—dr' @dr' — dr® @ dz? — dz® @ dad
= dt? — (dz')? — (dz?)? — (d2?®)?. (2.35)

Note: Technically speaking, Minkowski’s metric is not really a metric since
(X, X) = 0 does not imply that X = 0. Non-zero vectors with zero length are
called light-like vectors and they are associated with particles that travel at the
speed of light (which we have set equal to 1 in our system of units.)

The Minkowski metric 7,,, and its matrix inverse n** are also used to raise
and lower indices in the space in a manner completely analogous to R™ . Thus,
for example, if A is a covariant vector with components

A/t = (p7 Ala A25 A3)7
then the contravariant components of A are

Al = g4,
= (p7_A17_A27_A3)'
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2.2.4 Wedge Products and 2-Forms

2.2.6 Definition A map ¢: T(R™) x T(R"™) — R is called alternating if

The alternating property is reminiscent of determinants of square matrices that
change sign if any two column vectors are switched. In fact, the determinant
function is a model of an alternating bilinear map on the space Msyo of two
by two matrices. Of course, for the definition above to apply, one has to view
My« as the space of column vectors.

2.2.7 Definition A 2-form ¢ is a map ¢ : T(R") x T(R™) — R which is
alternating and bilinear.

2.2.8 Definition Let o and 8 be 1-forms in R™ and let X and Y be any
two vector fields. The wedge product of the two 1-forms is the map a A 3 :
T(R"™) x T(R™) — R, given by the equation

(a A B)(X,Y) = a(X)B(Y) — a(Y)B(X),
a(X) a(Y)
[ﬁ(X) B(Y)} (2:36)

2.2.9 Theorem If a and 8 are 1-forms, then a A 8 is a 2-form.
Proof Let a and 8 be 1-forms in R™ and let X and Y be any two vector fields.
Then

(aAB)X)Y) = a(X)B(Y)—a(Y)3(X)
= —(aY)B(X) - a(X)B(Y))
—(aAB)(Y, X).
Thus, the wedge product of two 1-forms is alternating.
To show that the wedge product of two 1-forms is bilinear, consider 1-forms,

a, B, vector fields X1, Xo,Y and functions f', f2. Then, since the 1-forms are
linear functionals, we get

(@A B) ([ X1+ [2Xo,Y) = a(f1 X1 + f2X2)B(Y) — a(Y)B(f1 X1 + f*X2)
= [fla(X1) + FPa(X)]B(Y) — a(Y)[f B(X1) + fB(X>2)]
= fla(X1)BY) + FPa(X2)B(Y) - fla(Y)B(X1) — ffa(Y)B(X2)
= fla(X1)B(Y) = a(Y)B(X1)] + f[a(X2)B(Y) — a(Y)B(X2)]
= fHanB)(X1,Y)+ fP(aAB)(Xa,Y).
The proof of linearity on the second slot is quite similar and is left to the reader.

The wedge product of two 1-forms has characteristics similar to cross prod-
ucts of vectors in the sense that both of these products anti-commute. This
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means that we need to be careful to introduce a minus sign every time we
interchange the order of the operation. Thus, for example, we have

da’ A da? = —da? A dat

if i # j, whereas _ _ _ _
dz* Ndz' = —dx* ANdx* =0

since any quantity that equals the negative of itself must vanish.
2.2.10 Example Consider the case of R?. Let

a=adx+bdy,
B=cdr+ddy.

since dx Adx = dy ANdy = 0, and dz A dy = —dy A dx, we get,

aAp=addxNdy+ bcdy A dzx,
= ad dx A dy — be dx N dy,

a b
d

‘ dx N\ dy.

The similarity between wedge products is even more striking in the next exam-
ple, but we emphasize again that wedge products are much more powerful than
cross products, because wedge products can be computed in any dimension.

2.2.11 Example For combinatoric reasons, it is convenient to label the co-
ordinates as {x!, 22, 23}. Let

a = ay det + as da? + as da,

B = by da' + by da* + b3 da?,
There are only three independent basis 2-forms, namely

dy Ndz = dz® Ada3,

dr Adz = —dat A da®,

de Ndy = dat A da?.
Computing the wedge products in pairs, we get

az as

by b3

a; a

3 1 2
by by dz A dx*.

aNhfp= dz? A da® + dzt A da® +

a; a2
bi  bo

If we consider vectors a = (a1, ag,a3) and b = (b1, b, b3), we see that the result
above can be written as

aAB=(axb) de* Adz® — (ax b)y dx' Ada® 4 (a x b)s dot Adx? (2.37)
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It is worthwhile noticing that if one thinks
of the indices in the formula above as permu- k dz
tations of the integers {1, 2,3}, the signs of the
three terms correspond to the signature of the

permutation. In particular, the middle term in- dy Adz

dices constitute an odd permutation, so the sig- dx A dz i d
nature is minus one. One can get a good sense of LY
the geometrical significance and the motivation id dx A dV/

for the creation of wedge products by consider-
ing a classical analogy in the language of vector
calculus. As shown in figure 2.1, let us consider
infinitesimal arc length vectors i dzx, j dy and
k dz pointing along the coordinate axes. Recall
from the definition, that the cross product of two vectors is a new vector whose
magnitude is the area of the parallelogram subtended by the two vectors and
which points in the direction of a unit vector perpendicular to the plane con-
taining the two vectors, oriented according to the right hand rule. Since i, j and
k are mutually orthogonal vectors, the cross product of any pair is again a unit
vector pointed in the direction of the third or the negative thereof. Thus, for
example, in the xy-plane the differential of area is really an oriented quantity
that can computed by the cross product (i dz x j dy) = dx dy k. A similar
computation yields the differential of areas in the other two coordinate planes,
except that in the xz-plane, the cross product needs to be taken in the reverse
order. In terms of wedge products, the differential of area in the zy-plane is
(dzx A dy), so that the oriented nature of the surface element is built-in. Tech-
nically, when reversing the order of variables in a double integral one should
introduce a minus sign. This is typically ignored in basic calculus computations
of double and triple integrals, but it cannot be ignored in vector calculus in the
context of flux of a vector field through a surface.

Fig. 2.1: Area Forms

2.2.12 Example One could of course compute wedge products by just using
the linearity properties. It would not be as efficient as grouping into pairs, but
it would yield the same result. For example, let

a = 22dx — y?dy and = dx + dy — 2xydz. Then,

aANf = (2¥dx —y*dy) A (dz + dy — 2zydz)
= 22dx Ndz+ 2?dz A dy — 223y dx A dz — v dy A da
—y2dy A dy + 22y dy A dz
= 2%de ANdy — 223y de Adz — y? dy A dx + 22y dy A dz
= (2 +y?)de ANdy — 223y dx A dz + 2xy> dy A dz.
In local coordinates, a 2-form can always be written in components as

¢ = Fy; dz' A da? 2.38
J

If we think of F' as a matrix with components Fj;, we know from linear algebra
that we can write F' uniquely as a sum of a symmetric and an antisymmetric
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matrix, namely,
F=S+A,
1 T 1 T
= §(F+F )+§(F—F ),
Fij = Fuag) + Flig)s

where,

1
Flij) = 5 (Fij + Fja),
1
Frig) = 5(Fij = Fy),
are the completely symmetric and antisymmetric components. Since dx? A da’
is antisymmetric, and the contraction of a symmetric tensor with an antisym-
metric tensor is zero, one may assume that the components of the 2-form in
equation 2.38 are antisymmetric as well. With this mind, we can easily find a
formula using wedges that generalizes the cross product to any dimension.
Let a = a;dx" and 8 = b;dx" be any two 1-forms in R" |, and Let X and Y
be arbitrary vector fields. Then

(@ABXY) = (aida')(X)(b;da)(Y) = (asda’)(¥) (byda’) (X)
= (ajby)[dz"(X)da’ (Y) — dz*(Y)da’ (X))
= (a;b;)(dz* A da?)(X,Y).

Because of the antisymmetry of the wedge product, the last of the above equa-
tions can be written as

alAfp= Z Z(aibj —a;b;)(dx' A da?),
i=1 j<i
1 i .
= i(aibj - ajbl)(da: A dﬂ,‘])
In particular, if n = 3, the reader will recognize the coefficients of the wedge
product as the components of the cross product of a = a1i + asj + ask and
b = b1i+ boj + b3k, as shown earlier.

Remark Quantities such as dz dy and dy dz which often appear in calculus II,
are not really well defined. What is meant by them are actually wedge products
of 1-forms, but in reversing the order of integration, the antisymmetry of the
wedge product is ignored. In performing surface integrals, however, the surfaces
must be considered oriented surfaces and one has to insert a negative sign in
the differential of surface area component in the xz-plane as shown later in
equation 2.83.

2.2.5 Determinants

The properties of n-forms are closely related to determinants, so it might be
helpful to digress a bit and review the fundamentals of determinants, as found
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in any standard linear algebra textbook such as [16]. Let A € M,, be an n x n
matrix with column vectors

A=1[vi,Va,...Vy]

2.2.13 Definition A function f : M, — R is called multilinear if it is linear
on each slot; that is,

flviso aivitaovy, ... v = arflvi, ..o Vi oo Vel tas f[Vi, oo, vy, v

2.2.14 Definition A function f : M,, — R is called alternating if it changes
sign whenever any two columns are switched; that is,

flvi, oo Vis oo, Voo Vi = = Ve, oV, VG, V]

2.2.15 Definition A determinant function is a map D : M,, — R that is
a) Multilinear,
b) Alternating,
c) D(I)=1.

One can then prove that this defines the function uniquely. In particular, if
A = (a"j), the determinant can be expressed as

det(A) = Z sgn(m) a}r(l)ai(z) Oy (2.39)

where the sum is over all the permutations of {1,2...,n}. The determinant
can also be calculated by the cofactor expansion formula of Laplace. Thus, for
example, the cofactor expansion along the entries on the first row (a! ), 1s given
by
det(A) = > a'pAky, (2.40)
k

where A is the cofactor matrix.
At this point it is convenient to introduce the totally antisymmetric Levi- Civita
permutation symbol defined as follows:

+1 if (i1,42,...14x) is an even permutation of (1,2,...,k)
€irio..in = —1 if (i1,42,...,4x) is an odd permutation of (1,2,...,k)
0 otherwise
(2.41)
In dimension 3, there are only 6 (3! = 6) non-vanishing components of €;;,

namely,

€123 = €231 = €312 = 1
€132 = €213 = €321 = —1 (2.42)
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We set the Levi-Civita symbol with some or all the indices up, numerically
equal to the permutation symbol will all the indices down. The permutation
symbols are useful in the theory of determinants. In fact, if A = (a’;) is an
n X n matrix, then, equation (2.39) can be written as,

det A = |A| = erizing, o?, . a",. (2.43)
Thus, for example, for a 2 x 2 matrix,
all alg
- a21 a22 ’
det(A) = ¢Ya';a?;,
— 201025 + lalya?y,
= 011022 - a12a21.
We also introduce the generalized Kronecker delta symbol
+1 if (i1,49,...,1) is an even permutation of (ji, jo,. .., Jjk)
6;1;2 “‘ =4 —1 if(i1,42,...,4%) is an odd permutation of (j1, ja, .., jk)
0 otherwise
(2.44)

If one views the indices i; as labelling rows and j; as labelling columns of a
matrix, we can represent the completely antisymmetric symbol by the determi-
nant,

i1 i1 i1
51-1 51'2 . 5jk
5z g 52
i1z |95 gz Jk
]1J2 ]k .................. (2.45)
§in 51'@ §in
J2

Not surprisingly, the generalized Kronecker delta is related to a product of
Levi-Civita symbols by the equation

grining, | g (2.46)

€12k J1j2---dk?

which is evident since both sides are completely antisymmetric. In dimension
3, the only non-zero components of &, are,

512 = 513 = 523 =1 521 = 531 = 5%% =-1
521 = 531 = 532 =1 512 = 513 = 53:? =-1

2.2.16 Proposition In dimension 3 the following identities hold
a) €k — ik — 53 gk — 51 gk

b) ;gfﬁz(sk
¢) €y =3!
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Proof For part (a), we compute the determinant by cofactor expansion on the
first row

5i o o
€mn = |07 03, 3}
ok gk gk
A e A A BN A
:51' 5k 5k 75m 5k gk +5n 5k ok
YY) YA YA
YY) YY)
=B3-1-1) 57121 5225? 5%

Here we used the fact that the contraction ¢ is just the trace of the identity
matrix and the observation that we had to transpose columns in the last deter-
minant in the next to last line. for part (b) follows easily for part(a), namely,

ijk __ ¢jk

6z'nj - Yino

nvjo
= 36713 - 55)
= 26F,

=55k — §igk
jon

From this, part (c) is obvious. With considerably more effort, but inductively
following the same scheme, one can establish the general formula,

= ittt (2.47)

eil---ik7ik+1-~~in6, L R
11tk Jk+1---In Jk+1--Jn "

2.2.6 Vector Identities

The permutation symbols are very useful in establishing and manipulating
classical vector formulas. We present here a number of examples. For this

purpose, let,

a = aii+ a2j + ask, o =ay det + ay dz? + a3 da®,

b = byi+ boj + bsk, q B =by dz' + by dz® + b3 da3,
an

c =i+ cj+ csk, v = ¢1 dat + ¢y da? + c5 da®,

d = dii+ daj + dsk, § =dy dat + do dz® + ds da®,

1. Dot product and cross product

a-b= 5ijaibj = aibi, (a X b)k = ekijaibj (248)

2. Wedge product
aB=e"j(axb)de Adal. (2.49)



50 CHAPTER 2. DIFFERENTIAL FORMS

3. Triple product

a-(bxc)=d; a'(bxc),

i.J k.l
:(L-ja GJklb c,

= ea’dhc,
a- (b x ¢) = det([abc]), (2.50)
=(axb)-c (2.51)

4. Triple cross product: bac-cab identity

[ax (bxc);=¢™am(bxc),

= Elmnam(enjkbjck)

= elmnenjkambjck)
= emnlejk”ambjck)
= (68,67 — 516k Ya™b ey,
=ba"cy, — c;a™by,.
Rewriting in vector form
ax (bxc)=b(a-c)—c(a-b). (2.52)
5. Dot product of cross products
(axb)-(cxd)=a-(bxcxd),
=a-[c(b-d)—d(b-c)]
=(a-c)(b-d)—(a-d)(b-c),

(axb) - (cxd)= (2.53)

b-c b-d

a-c a~d‘

6. Norm of cross-product

laxbl|*=(axb)-(axb),
a-a a-b
b-a b-b,

= [lal[*[Ib]| - (a- b) (2.54)

)

7. More wedge products. Let C' = cka%, D =d™-%_. Then,

dz™
a(C) a(D)
B(C) B(D)

a-c a-d
b-c b-d

(aAB)(C, D) =

b

(2.55)
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8. Grad, Curl, Div in R3
Let V; = 52, V! = 0YV;, A = a and define
(Vf)i=V.f
(Vx A); = €%V ay
o V-A=§9V,a; =Via;
o V-V(f)=V2f =ViV,f

(a)

<&

<

(VxVf)i=e'"V,;V; =0,

VxVf=0 (2.56)
(b)
V- (VxA)=037V,(V x a);,
= (SijViejlekal,
= ejleNjah
V- (VxA)=0 (2.57)

where in the last step in the two items above we use the fact that
a contraction of two symmetric with two antisymmetric indices is
always 0.

(c) The same steps as in the bac-cab identity give

[v X (v X A)]l = vl(vmam) - V™'Vna,
Vx(VxA)=V(V-A)-V?A,

where V2A means the Laplacian of each component of A.

This last equation is crucial in the derivation of the wave equation for
light from Maxwell’s equations for the electromagnetic field.

2.2.7 n-Forms

2.2.17 Definition Let a',a?,a?, be one forms, and X, X, X3 € 2. Let
7 be the set of permutations of {1,2,3}. Then

(@ Ao Aa®) (X1, Xy, X3) =) sign(m)a’ (X))o (X)) o®(Xag),
= TRl (X))o (X))o (Xy).

This trilinear map is an example of a alternating covariant 3-tensor.
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2.2.18 Definition A 3-form ¢ in R™ is an alternating, covariant 3-tensor.
In local coordinates, a 3-from can be written as an object of the following type

¢ = Ajjpdz’ A dx? A dx® (2.58)

where we assume that the wedge product of three 1-forms is associative but
alternating in the sense that if one switches any two differentials, then the
entire expression changes by a minus sign. There is nothing really wrong with
using definition (2.58). This definition however, is coordinate-dependent and
differential geometers prefer coordinate-free definitions, theorems and proofs.
We can easily extend the concepts above to higher order forms.

2.2.19 Definition Let T(R") be the set multilinear maps

t:TR)x..xT(R)—= R

k times
from k copies of T(R) to R. The map ¢ is called skew-symmetric if
tler, ... ex) = sign(m)t(ex(1), - Cn(k)); (2.59)

where 7 is the set of permutations of {1,...,k}. A skew-symmetry covariant
tensor of rank k at p, is called a k-form at p. denote by A’(“p)(R”) the space of
k-forms at p € R™. This vector space has dimension

dim Aj(R") = (Z) - k'<nn'k>'

for k < n and dimension 0 for k£ > n. We identify A?p) (R™) with the space of

C® functions at p. The union of all Akp (R™) as p ranges through all points in
R™ is called the bundle of k-forms and will be denoted by

AFR™) = JAs(R™).

Sections of the bundle are called k-forms and the space of all sections is denoted
by
QF(R™) = T(AF(R™)).

A section o € QF of the bundle technically should be called k-form field, but
the consensus in the literature is to call such a section simply a k-form. In local
coordinates, a k-form can be written as

a= Ay i (x)ds AL da'E, (2.60)

2.2.20 Definition The alternation map A : TP (R") — T (R") is defined by

1 .
At(er, ... ex) = 7 2(51gn7r)t(e,r(1), e Cr(k))-
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2.2.21 Definition If o € Q*(R") and B € Q!/(R"), then

k+10)!
Y BRLALUTEY (2.61)

If « is a k-form and S an [-form, we have
aAB= (DB Aa. (2.62)

Now, for a little combinatorics. Factorials are unavoidable due to the permu-
tation attributes of the wedge product. The convention here follows Marsden
[20] and Spivak [34], which reduces proliferation of factorials later. Let us count
the number of linearly independent differential forms in Euclidean space. More
specifically, we want to find a basis for the vector space of k-forms in R3. As
stated above, we will think of O-forms as being ordinary functions. Since func-
tions are the “scalars”, the space of 0-forms as a vector space has dimension
1.

R? Forms Dim

0-forms f 1

1-forms | fdz', gdz? | 2

2-forms | fdx' Adx? | 1
R3 Forms Dim
0-forms f 1
1-forms frdzt, foda?, fada 3
2-forms | fidz? Adx®, fodx® Adx', fadz' Adx? | 3
3-forms fidx' A dx? A da? 1

The binomial coefficient pattern should be evident to the reader.
It is possible define tensor-valued differential forms. Let E = TT(R™) be the
tensor bundle. A tensor-valued p-form is defined as a section

T € OP(R", E) = [(E ® AP(R™)).

r

In local coordinates, a tensor-valued k-form is a (S 4

0 0 ) )
e ®...0 — @dz" @ @dxT AdxF AL AdzPe .
TR Qg Ox'r
(2.63)

) tensor
P

e = SR )
T - T ’ 7]17”-‘751]@'1

Thus, for example, the quantity

Qij = %Rij]gl daz® A di!

would be called the components of a (;)-valued 2-form

) A
_0t. 92 J
Q=0 By ® da’.
The notion of the wedge product can be extended to tensor-valued forms using
tensor products on the tensorial indices and wedge products on the differential
form indices.
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2.3 Exterior Derivatives

In this section we introduce a differential operator that generalizes the clas-
sical gradient, curl and divergence operators.

2.3.1 Definition Let o be a one form in R™. The differential do is the
two-form defined by
da(X,Y) = X(a(Y)) - Y(a(X)), (2.64)

for any pair of vector fields X and Y.
To explore the meamng of this definition in local coordinates, let o = f;da?
andletX:%,Y* 3% -9 then

0 0 0 (0
o~ s (35)] - o (2]

8 i 9 i
= @(fiék) - @(fzﬁj),

da (0. 9\ _0f 9f
Nowi 027 ) ~ 07 0xF

Therefore, taking into account the antisymmetry of wedge products, we have.

da = (afk—afj>dj/\dm

ox3  Oxk

Ok, 3
= 90 ——dx’ A dx
— dfy, A da”.

The definition 2.64 of a differential of a 1-form can be refined to provide
a coordinate-free definition in general manifolds (see 6.28,) and it can be ex-
tended to differentials of m-forms. For now, the computation immediately
above suffices to motivate the following coordinate dependent definition (for a
coordinate-free definition for general manifolds, see (7.17):

2.3.2 Definition Let « be an m-form, given in coordinates as in equa-
tion (2.60). The exterior derivative of « is the (m + 1)-form da given by

da = dA;, i, Ndz™ ... dx'm
Ay i i i
= %(Qz)dz“’ Adz™ .. dxtm. (2.65)

In the special case where « is a O-form, that is, a function, we write

of ..

d
F= 83&
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2.3.3 Theorem

a) d:Qm — Qmtl
b) P =dod=0
¢) dlaAB)=danB+ (~1)Pardl VYaecQr Bec (2.66)

Proof
a) Obvious from equation (2.65).
b) First, we prove the proposition for a = f € Q. We have

af )
ox?

’fo i
= &L’j&'zidx Adzx
1[ 0% f B 0% f
20210zt Ox*Ox
= 0.

d(de) = d(

j]dacj A da’

Now, suppose that « is represented locally as in equation (2.60). It follows from
equation 2.65, that

d(da) = d(dA;, ) Adz™ Adz™ ... dz'm = 0.
c) Let o € QP, € Q2. Then, we can write

a = Ay, (z)dz™ A ... dx'
B = Bj,.j, (x)dz?* A ...daos.
(2.67)

By definition,

aNB=A; i, Bj. ;,dz" A AdT') A (2T AL A dade).

Now, we take the exterior derivative of the last equation, taking into account
that d(fg) = fdg + gdf for any functions f and g. We get

dla A B) = [d(Ai,..q,)Bji...j, + (Aiy.i, )dA(Bjy...5,)]
(dx™ N .. ANdx') A (da? AL A dade)
= [dA;, i, A (dz™ A ANdZ™) A [Byy.g, A (da?* AL A dzde)]+
[Aiy.iy A(dz™ AL Ada'™™)] A (=1)P[dBy,..j, A (dz?* A ... Ada?e)]
=da A B+ (=1)Pandp.

1~~jq

The (—1)? factor comes into play since in order to pass the term dBj, .. ;,
p number of 1-forms of type dz’, one must perform p transpositions.

through
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2.3.1 Pull-back

2.3.4 Definition Let F : R™ — R™ be a differentiable mapping and let «
be a k-form in R™. Then, at each point y € R™ with y = F(z), the mapping
F induces a map called the pull-back F* : Q’(CF(I)) — Q’(“x) defined by

(F*Q)I(Xl, N Xk) = OtF(I)(F*Xl, e F'*)(k)7 (268)
for any tangent vectors {X1,... Xy} in R" .

If g is a O-form, namely a function, F*(g) = g o F. We have the following
theorem.

2.3.5 Theorem

a) F*(gar) = (9o F)Fa,

b) F*(a; +a2) = Fxag+ Fras,

c) F*za/\é) = F*Oz/iF*ﬂ, i (2.69)
Q) F*(da) = d(F*a.)

Part (d) is encapsulated in the commuting diagram in figure 2.2.

Qk(Rﬂ) : S QR(Rm)

Ic Js

Qk—f—l(Rn) ; F* Qk—f—l(R‘m)

Fig. 2.2: d F* =F*d

Proof Part (a) is basically the definition for the case of 0-forms and part (b)
is clear from the linearity of the push-forward. We leave part (c) as an exercise
and prove part (d). In the case of a O-form, let g, be a function and X a vector
field in R™. By a simple computation that amounts to recycling definitions,
we have:

d(F*g) = d(go F),
(Fdg)(X) = dg(F.X) = (F.X)(9),
= X(go F) =d(go F)(X),
F*dg=d(go F),
so, F*(dg) = d(F*g) is true by the composite mapping theorem. Let a be a

k-form
o= Ail,...ik ClyZl VAN dyzk,

so that
da = (dAi,, i) A dy™ ... dy'.
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Then, by part (c),
Fra = (F*A;, ) Frdy™ A... F*dy™,
d(F*a) = dF* (A, i) AN F*dy™ A ... F*dy'™,
= F*(dA;, i) AN F*dy™ A ... F*dy',
= F*(da).

So again, the result rests on the chain rule.

To connect with advanced calculus, suppose that locally the mapping F is
given by y* = f¥(2'). Then the pullback of the form dg given the formula
above F*dg = d(g o F) is given in local coordinates by the chain rule

_ 99

J
B dx’.

F*dg
In particular, the pull-back of local coordinate functions is given by

gi’j dad . (2.70)

F*(dy') =
Thus, pullback for the basis 1-forms dy* is yet another manifestation of the

differential as a linear map represented by the Jacobian

_ oyt
- Ozt

dy* da'. (2.71)
In particular, if m = n,

dQ =dy' Ndy®> A ... A dy",

8y1 8y2 8y” i i ;
= 5t Dz D dx'* Ndz* A ... dx'",

ivis.in Oy Oy ay" 1 2 n
= ¢’z D0 Daie " B dx” Ndz A ...dx",
= |J| Adxt A ... da". (2.72)

So, the pull-back of the volume form,
F*dQ = |J|dz* A ... Ada"™,

gives rise to the integrand that appears in the change of variables theorem for
integration. More explicitly, let R € R™ be a simply connected region, F' be a
mapping F': R € R" - R™, with m > n. If w is a k- form in R™, then

/ w:/ Frw (2.73)
F(R) R

We refer to this formulation of the change of variables theorem as integration
by pull-back.
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If F: R®" — R" is a diffeomorphism, one can push-forward forms with the
inverse of the pull-back F, = (F~1)*.

2.3.6 Example Line Integrals

Let w = f; dx’ be a one form in R? and let C be the curve given by the mapping
¢:1=t¢e[a,b] — x(t) € R®. We can write w = F - dx, where F = (f1, fa, f3)
is a vector field. Then the integration by pull-back equation 2.73 reads,

fronef-
:/W)w’
Z/W%

= [ FexenGr at

dx
—/IF(X( ))E dt

This coincides with the definition of line integrals as introduced in calculus.

2.3.7 Example Polar Coordinates
Let x =rcosf and y = rsinf and f = f(x,y). Then

drNdy = (—rsinfdf + cosbdr) A (rcos8df + sin 0dr),
—rsin? 0dO A dr + r cos® Odr A db,

(rcos? § + rsin? 0)(dr A df),

= r(dr Adf).

//f (r,0), y(r,0)) r(dr A dB). (2.74)

//f(amy)dm Ady

In this case, the element of arc length is diagonal
ds? = dr? 4+ r?d6?,
as it should be for an orthogonal change of variables. The differential of area is

A =+/detgdrAdob,

= r(dr A df)

If the polar coordinates map is denoted by F : R? — R2, then equation 2.74 is
just the explicit expression for the pullback of F*( f dA).

2.3.8 Example Polar coordinates are just a special example of the general
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transformation in R2 given by,

ox ox
x = z(u,v), T =5 du + 5, W
dy dy
y y(u? 'U), y 6U U + 8u ,U?
for which
Oz Oz
¢ (dx Ndy) = % g du A dv (2.75)
ou ov

2.3.9 Example Surface Integrals
Let R € R? be a simply connected region with boundary 6 R and let the mapping

é: (u,v) € R — x(u®) € R?

describe a surface S with boundary C' = ¢(0R). Here, a = 1,2, with v =

ul, v =u?. Given a vector field F = (f1, fo, f3), we assign to it the 2-form

w=F-dSs,
= f1 dz® N dx® — fo dxt Ada® + fs dot A da?,
= eék.fi da? A da*.

//SF~dS=//SOJ
Sf
://eijkfigxiduo‘/\amgduﬁ,
// )du/\dv

We elaborate a bit on this slick computation, for the benefit of those readers
who may have gotten got lost in the index manipulation.

[ L]
[

= // [f1 ox(da® A dax®) — fo px(dat A da®) + fz px(da' A dxz)] ,

Then,

R
dz% 9z dz! Ox ozt 9
_ ou ov ou u ov d
= — u A dv
//I; fl oz oz f2 oz® f3 oxz? o>
ou ov ou Bv u ]

Jox 0%
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This pull-back formula for surface integrals is how most students are introduced

to this subject in the third semester of calculus.

2.3.10 Remark

1. The differential of area in polar coordinates is of course a special example
of the change of coordinate theorem for multiple integrals as indicated

above.

2. As shown in equation 2.32 the metric in spherical coordinates is given by

ds® = dr? + r? d0* + r? sin” 0 d¢?,
so the differential of volume is

dV = +/det g dr AN dO A do,
=rZsin® dr A df A do.

2.3.2 Stokes’ Theorem in R"
Let o« = P(z,y) dz + Q(x,y) dy. Then,
do = (3dz+ L) ndx+ (§2dz+ 52) A
= SLaynde+ G2 dundy
= (52-%)dzndy.

dy

(2.76)

This example is related to Green’s theorem in R2. For convenience, we include
here a proof of Green’s Theorem in a special case. We say that a region D

y Y= @) ) .
3
G 7o) ) {2404 %Ii )
C
5 he) | el Y
a b x x

Fig. 2.3: Simple closed curve.

in the plane is of type I if it is enclosed between the graphs of two continuous
functions of . The region inside the simple closed curve in figure 2.3 bounded
by fi(z) and f2(x), between a and b, is a region of type I. A region in the plane
is of type II if it lies between two continuous functions of y. The region in 2.3

bounded between ¢ < y < d, would be a region of type II.

2.3.11 Green’s theorem
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Let C be a simple closed curve in the zy-plane and let OP/0x and 0Q/dy be
continuous functions of (z,y) inside and on C. Let R be the region inside the
closed curve so that the boundary § R = C'. Then

7€ Pdm+Qdy—// r;fap}d/l. (2.77)

We first prove that for a type I region such as the one bounded between a and

b shown in 2.3, we have
P
fpdxz—/ OF 1a (2.78)
c dy

Where C' comprises the curves C1, Cs, C5 and Cy. By the fundamental theorem
of calculus, we have on the right,

/ dA //fz(;E —dydm
_ / [P(x, fa(@)) = P(x, fi(x))] do

On the left, the integrals along C'y and C4 vanish, since there is no variation on
x. The integral along C5 is traversed in opposite direction of C1, so we have,

%P(x,y) dxz/ —|—/ —|—/ + P(x,y) dz,
C Cq Co Csy Cy

C Cs

— /ab P(z, fi(z)) do — /abP(x, f2(z)) dz

This establishes the veracity of equation 2.78 for type I regions. By a completely
analogous process on type II regions, we find that

ji@dy://Dgf dA. (2.79)

The theorem follows by subdividing R into a grid of regions of both types, all
oriented in the same direction as shown on the right in figure 2.3. Then one
applies equations 2.78 or 2.79, as appropriate, for each of the subdomains. All
contributions from internal boundaries cancel since each is traversed twice, each
in opposite directions. All that remains of the line integrals is the contribution
along the boundary JR.

Let « = P dz + @ dy. Comparing with equation 2.76, we can write Green’s

theorem in the form
/a:// da. (2.80)
c D
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It is possible to extend Green’s Theorem to more complicated regions that are
not simple connected. Green’s theorem is a special case in dimension of two of
Stoke’s theorem.

2.3.12 Stokes’ theorem
If w is a C! one form in R™ and S is C? surface with boundary §S = C, then

Joo= [ [a (2.81)

Proof The proof can be done by pulling back to the wv-plane and using the
chain rule, thus allowing us to use Green’s theorem. Let w = f; dz’ and S be
parametrized by x! = z¢(u®), where (u!,u?) € R C R%. We assume that the
boundary of R is a simple closed curve. Then

/wz i de,
C 5S
fzaua “,
ox't
= (£ B o
//Rauﬁ(flaua)d“ A du®,
B [Of; oxF 02 z! 8 o
_// | 9* OuP Du flauﬁa }d“ A du®,
B of 0% 0’ 4
_// 8xk8uﬁau“}d A du?,
-/, axkauﬂ] a A[aua]d“
// Of; dxkAdxi://dfmdxi
S
://dw.
S

We present a less intuitive but far more elegant proof. The idea is formally
the same, namely, we pull-back to the plane by formula 2.73, apply Green’s
theorem in the form given in equation 2.80, and then use the fact that the
pull-back commutes with the differential as in theorem 2.69.

Let ¢ : R C R? — S denote the surface parametrization map. Assume that
¢71(08) = §(¢~1S), that is, the inverse of the boundary of S is the boundary
of the domain R. Then,
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/ww - /¢1(55> o= /6<¢13> e
=[] e,
=[] o,
:/de.

The proof of Stokes’ theorem presented here is one of those cases mentioned in
the preface, where we have simplified the mathematics for the sake of clarity.
Among other things, a rigorous proof requires one to quantify what is meant by
the boundary (4.5) of a region. The process involves either introducing simplices
(generalized segments, triangles, tetrahedra...) or singular cubes (generalized
segments, rectangles, cubes...). The former are preferred in the treatment of
homology in algebraic topology, but the latter are more natural to use in the
context of integration on manifolds with boundary. A singular n-cube in R" is
the image under a continuous map,

I":[0,1]" —» R™,

of the Cartesian product of n copies of the unit interval [0,1]. The idea is
to divide the region S into formal finite sums of singular cubes, called chains.
One then introduces a boundary operator ¢, that maps a singular n-cube and
hence n-chain, into an (n — 1)-singular cube or (n — 1)-chain. Thus, in R? for
example, the boundary of a cube, is the sum ) ¢;F; of the six faces with a
judicious choice of coefficients ¢; € {—1,1}. With an appropriate scheme to
label faces of singular cube and a corresponding definition of the boundary
map, one proves that § o = 0. For a thorough treatment, see the beautiful
book Calculus on Manifolds by M. Spivak [33].

Closed and Exact forms

2.3.13 Example Let a = M (x,y)dz + N(z,y)dy, and suppose that da = 0.
Then, by the previous example,

da:(%—%)dm/\dy.

Thus, da = 0 iff N, = M,, which implies that N = f, and M, for some
function f(z,y). Hence,

a = fydr+ f,dy = df.

The reader should also be familiar with this example in the context of exact
differential equations of first order and conservative force fields.

2.3.14 Definition A differential form « is called closed if daw = 0.
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2.3.15 Definition A differential form « is called ezact if there exists a form
[ such that o = dg.

Since dod = 0, it is clear that an exact form is also closed. The converse need
not be true. The standard counterexample is the form,

= M (2.82)
Tty
A short computation shows that dw = 0, so w is closed. Let § = tan~1(y/z) be
the angle in polar coordinates. One can recognize that w = d#, but this is only
true in R? — L, where L is the non-negative z-axis, L = {(z,0) € R?|z > 0}.
If one computes the line integral from (—1,0) to (1,0) along the top half of the
unit circle, the result is 7. But the line integral along the bottom half of the
unit circle gives —m. The integral is therefore not path independent, so w # dO
on any region that contains the origin. If one tries to find another C'! function f
such that w = df, one can easily show that f = 6 4 const, which is not possible
along L.

On the other hand, if one imposes the topological condition that the space
is contractible, then the statement is true. A contractible space is one that can
be deformed continuously to an interior point. We have the following,

2.3.16 Poincaré Lemma. In a contractible space (such as R™ ), if a differential
form is closed, then it is exact.

To prove this lemma we need much more machinery than we have available
at this point. We present the proof in 7.1.17.

2.4 The Hodge x Operator

2.4.1 Dual Forms

An important lesson students learn in linear algebra, is that all vector spaces
of finite dimension n are isomorphic to each other. Thus, for instance, the space
Ps5 of all real polynomials in x of degree 3, and the space Msyo of real 2 by
2 matrices are, in terms of their vector space properties, basically no different
from the Euclidean vector space R*. As a good example of this, consider the
tangent space T,R3. The process of replacing % by i, 8% by j and % by k
is a linear, 1-1 and onto map that sends the “vector” part of a tangent vector
atZ + aza% + a3 to a regular Euclidean vector (al,a?,a?).

We have also observed that the tangent space T,R" is isomorphic to the
cotangent space TyR™ . In this case, the vector space isomorphism maps the
standard basis vectors {%} to their duals {dz'}. This isomorphism then trans-
forms a contravariant vector to a covariant vector. In terms of components, the
isomorphism is provided by the Euclidean metric that maps the components of
a contravariant vector with indices up to a covariant vector with indices down.

Another interesting example is provided by the spaces A} (R?) and A2(R?),
both of which have dimension 3. It follows that these two spaces must be
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isomorphic. In this case the isomorphism is given as follows:
dr +— dyNdz
dy +—— —dxANdz
dz — dxANdy
(2.83)

More generally, we have seen that the dimension of the space of k-forms in
R"™ is given by the binomial coefficient (Z) Since

()= (20 =

AFR™) = AZF(R™). (2.84)

To describe the isomorphism between these two spaces, we introduce the fol-
lowing generalization of determinants,

it must be true that

2.4.1 Definition . Let ¢ : R® — R” be a linear map. The unique constant
det ¢ such that,
ox : AM(R") = A"(R")
satisfies,
¢*w = (det ¢) w, (2.85)

for all n-forms, is called the determinant of ¢. This is congruent with the
standard linear algebra formula 2.43, since in a particular basis, the Jacobian
of a linear map is the same as the matrix the represents the linear map in that
basis. Let, ¢g(X,Y’) be an inner product and {ej,...,e,} be an orthonormal
basis with dual forms {#',...6"}. The element of arc length is, the bilinear
symmetric tensor ‘ ‘

d82 = Gij 0" ® 0’.
The metric then induces an n-form

dQ=0"'N0%... NO",

called the volume element. With this choice of form, the reader will recognize
equation 2.85 as the integrand in the change of variables theorem for multiple
integration, as in example 2.74. More generally, if {f1,... f,} is a positively
oriented basis with dual basis {¢,...¢"}, then,

dQ = +/detg ¢* A... A" (2.86)

2.4.2 Definition Let g be the matrix representing the components of the
metric in R™. The Hodge x operator is the linear isomorphism % : A} (R") —

Ag*k(R”) defined in standard local coordinates by the equation,

detg ; ., ' i
Vdetg i , dr™ Ao Ndxt, (2.87)

*(dx"t AL ANda') = (n—k‘)!€ g1
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For flat Euclidean space /det g = 1, so the factor in the definition may appear
superfluous. However, when we consider more general Riemannian manifolds,
we will have to be more careful with raising and lowering indices with the metric,
and take into account that the Levi-Civita symbol is not a tensor but something
slightly more complicated called a tensor density. Including the y/det g is done
in anticipation of this more general setting later. Since the forms dz’* A. .. Adx'*
constitute a basis of the vector space A’;(R”) and the x operator is assumed to
be a linear map, equation (2.87) completely specifies the map for all k-forms.
In particular, if the components of a dual of a form are equal to the components
of the form, the tensor is called self-dual. Of course, this can only happen if
the tensor and its dual are of the same rank.

A metric g on R™ induces an inner product on AF(R™) as follows. Let
{e1,,...en} by an orthonormal basis with dual basis 01,...,0". If o,3 €
AF(R™), we can write

O = Q. 4y Gil/\, . 9”‘,
B=bj . 0N, ...0%

The induced inner product is defined by

1 L
<a,p>W= yail...ikbzl”'lk- (2.88)

If o, 3 € AF(R™), then 8 € A"*(R"), so a A % must be a multiple of the
volume form. The Hodge * operator is the unique isomorphism such that

aA*xf=<a,B>" dQ. (2.89)
Clearly,
aA*xf =*xaAf

When it is evident that the inner product is the induced inner product on
AF(R™) the indicator (k) is often suppressed. An equivalent definition of the
induced inner product of two k-forms is given by

<a,f>= /(a Ax3) d. (2.90)

If o is a k-form and S is a (k — 1)-form, one can define the adjoint or co-
differential by
<da,B >=< a,dp > . (2.91)

The adjoint is given by
6= (=)™t d k. (2.92)

In particular,

5:{( 1—*d* if n is even (2.93)

Yo% d* if nis odd

The differential maps (k — 1)-forms to k-forms, and the co-differential maps
k-forms to (k — 1)-forms. It is also the case that § o 6 = 0 The combination,

A= (d+6)*=ds+dd (2.94)
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extends the Laplacian operator to forms. It maps k-forms to k-forms. A central
result in harmonic analysis is the Hodge decomposition theorem, that states that
given any k-form w, can be split uniquely as

w=da+08+", (2.95)
where a € Q=1 g€ Q! and Ay =0

2.4.3 Example Hodge operator in R?
In R?,
*xdx = dy *dy = —dx,

or, if one thinks of a matrix representation of x : Q(R?) — Q(R?) in standard
basis, we can write the above as

N de| [0 1] |dx
dy| — |-1 0f |dy|’
The reader might wish to peek at the symplectic matrix 5.50 in the discussion in

chapter 5 on conformal mappings. Given functions u = u(z,y) and v = v(z, y),
let w = u dxr — v dy. Then,

dw = —(uy + vy) dx A dy, dw = 0= uy, = —v,,
hence

2.96
dxw=(uy —uy) deAdy, *dw =0 = Uy = vy. (2.96)

Thus, the equations dw = 0 and dxw = 0 are equivalent to the Cauchy-Riemann
equations for a holomorphic function f(z) = u(x,y) + iv(z,y). On the other
hand,

du = u, dz + uy dy,
dv = vy dx + uy dy,

so the determinant of the Jacobian of the transformation T : (z,y) — (u,v)),
with the condition above on w, is given by,

|J| = :ui—kuf}:vi—&—vi.

Up Uy
v v

If |J] # 0, we can set u, = Rcos¢, wu, = Rsin¢, for some R and some angle
¢. Then,

cos¢p  sing

—sing cos@|’

R 0
|J|\0 R\

Thus, the transformation is given by the composition of a dilation and a ro-
tation. A more thorough discussion of this topic is found in the section of
conformal maps in chapter 5.
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2.4.4 Example Hodge operator in R3
xdx' = € jkdxj A dzk,

1
2— [e! gadz? A da® + €' 5oda® A da?],

2' [d:c Adx® — da® A da?],

= E[dIQ Adx® + dz? A da?),
= dr? NdaP.

We leave it to the reader to complete the computation of the action of the x
operator on the other basis forms. The results are

*xdat = +dz® A dx®,
*xdz? = —dz' A da?,
*xdx® = +dzt A da?, (2.97)

*(dx? A da®) de*,
*(—da® A dat) da?,
*(dzt Nda?) = da®, (2.98)

and
* (dt A da® A da®) = 1. (2.99)
In particular, if f: R® — R is any O-form (a function), then,
*f fdxt Ada? A da®),
— fav, (2.100)

where dV is the volume form.

2.4.5 Example Let a = ajdz'asdz? + azda?, and 8 = byda'badz? + bsdas.
Then,

*aAB) = (aghs — agby) x (da* A dx®) + (arbs — azby) x (dz* A da®) +
(arby — agby) * (dz' A dz?),

(agbs — a3b2)dflf + (a1b3 — azby)dx® + (a1by — agby)da?,
(axb);d (2.101)

The previous examples provide some 1n51ght on the action of the A and x opera-
tors. If one thinks of the quantities dz', dz? and dz® as analogous to 1 j j and k
then it should be apparent that equations (2.97) are the differential geometry
versions of the well-known relations

i = jxk,

j = —-ixk,

ix].
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2.4.6 Example In Minkowski space the collection of all 2-forms has dimen-
sion (3) = 6. The Hodge * operator in this case splits QQ(M1,3) into two 3-dim
subspaces 3, such that % : QF — Q2.

More specifically, Q7 is spanned by the forms {dz° A dz!, dz® A da?, dz® Ada®},
and Q2 is spanned by the forms {dz? A dx®, —dx! Adx?,dx' Ad2z?}. The action

of %« on Qi is

*(dz® Ndx') = L0l dak Adal = —da® Ada?,

*(da® Ndx?) = L9 dak ANdal = 4dat A da?,

*(dz® Nda®) = Le%, dak ANdal = —da' Ada?,
and on 92,

*(+da® Ada?) = 3e¥,dab Adal = da® Adat,

*(—da' Ada?) = €3 dat Adal = da® A da?,

*(+da' Ada?) = €2 dab ANda! = da® A dad

In verifying the equations above, we recall that the Levi-Civita symbols that
contain an index with value 0 in the up position have an extra minus sign as
a result of raising the index with 7. If FF € Q%(M), we will formally write
F =F, + F_, where Fy € Q3. We would like to note that the action of the
dual operator on Q2(M) is such that x : Q?(M) — Q?*(M), and x> = —1. In a
vector space a map like %, with the property x? = —1 is called a linear involution
of the space. In the case in question, 3 are the eigenspaces corresponding to
the +1 and -1 eigenvalues of this involution. It is also worthwhile to calculate
the duals of 1-forms in M 3. The results are,

*xdt = —dzt Adz® Adad,
*xdet = +dz? AdtAda®,
*dz? = +dt Adxt Ada?,
xdz® = +dx Adt A da (2.102)

2.4.2 Laplacian

Classical differential operators that enter in Green’s and Stokes’ theorems
are better understood as special manifestations of the exterior differential and
the Hodge % operators in R3. Here is precisely how this works:

1. Let f: R3® — R be a C* function. Then

of

2. Let a = A;dz? be a 1-form in R®. Then

1,04; 04

(*xd)a = 5(8xj ~ 90 ) x (dx* A dx?)

= (VxA)-dS. (2.104)
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3. Let a = Bidz? A da® + Bodz® A dzx' + Bsdz! A dz? be a 2-form in R?.
Then

0B; 0By 0Bs

— 1 2 3
da = (8x1+5‘x2+8m3)dx Adz® Adz
= (V-B)dV. (2.105)
4. Let oo = B;dx?, then
(%dx) a« =V - B. (2.106)

5. Let f be a real valued function. Then the Laplacian is given by:
(xdx)df =V -Vf=V>3f. (2.107)

The Laplacian definition here is consistent with 2.94 because in the case of a
function f, that is, a O-form, §f = 0 so Af = ddf. The results above can be
summarized in terms of short exact sequence called the de Rham complex as
shown in figure 2.4. The sequence is called exact because successive application
of the differential operator gives zero. That is, d o d = 0. Since there are no
4-forms in R3, the sequence terminates as shown. If one starts with a function

BB e W e T e ()

Fig. 2.4: de Rham Complex in R?

in Q°(R3), then (dod)f = 0 just says that V x Vf = 0, as in the case of
conservative vector fields. If instead, one starts with a one form a in Q'(R3),
corresponding to a vector field A, then (dod)a = 0 says that V- (V x A) =0,
as in the case of incompressible vector fields. If one starts with a function, but
instead of applying the differential twice consecutively, one “hops” in between
with the Hodge operator, the result is the Laplacian of the function.

If we denote by R a simply connected closed region in Euclidean space
whose boundary is dR , then in terms of forms, the fundamental theorem of
calculus, Stokes’ theorem (See ref 2.81), and the divergence theorem in R3 can
be expressed by a single generalized Stokes’ theorem.

Af:/ém. (2.108)

We find it irresistible to point out that if one defines a complex one-form,

w= f(z) dz, (2.109)

where f(z) = u(x,y) + iv(z,y), and where one assumes that u,v are differen-
tiable with continuous derivatives, then the conditions introduced in equation
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2.96 are equivalent to requiring that dw = 0. In other words, if the form is
closed, then u and v satisfy the Cauchy-Riemann equations. Stokes’ theorem
then tells us that in a contractible region with boundary C| the line integral

/Cw:/cf(z)dzzo.

This is Cauchy’s integral theorem. We should also point out the tantalizing
resemblance of equations 2.96 to Maxwell’s equations in the section that follows.

2.4.3 Maxwell Equations

The classical equations of Maxwell describing electromagnetic phenomena
are

V-E=A4mp VXB:47TJ+88—];]
V-B=0 VXE:f%—f, (2.110)

where we are using Gaussian units with ¢ = 1. We would like to formulate
these equations in the language of differential forms. Let a# = (¢, 2!, 22, 23) be
local coordinates in Minkowski’s space M; 3. Define the Maxwell 2-form F' by
the equation

1
F = iFde“ ANdz”, (p,v=0,1,2,3), (2.111)
where
0 -&£, —-BE, —-E,
E, 0 B, -B,

ELV = Ey _Bz 0 Ba: (2112)
E. B, -B, 0
Written in complete detail, Maxwell’s 2-form is given by
F = —E,dtNdz' — E,dt Ada® — E,dt Ada® +
B.dz' A dx? — Byda' A dx® + Bpda® A da®. (2.113)
We also define the source current 1-form
J = J,da" = pdt + Jidx' + Joda® + Jadx®. (2.114)

2.4.7 Proposition Maxwell’s Equations (2.110) are equivalent to the equa-
tions
dFF = 0,
dxF = dmrxJ. (2.115)

Proof The proof is by direct computation using the definitions of the exterior
derivative and the Hodge x operator.
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FE, E,
dF = 9 /\da:2/\dt/\dx1—a Adx® AdtAdet +

0x? Ox3

FE, E
—hAdxlAthd;ﬁ—hAdm?’/\thd:ﬁJr

Ozl ox3

E. E,
9 /\dxl/\dt/\dx?’—a Adz? A dEAda® +

oxl 0x?

z BZ
oB /\dt/\d;vl/\dxz—a Adz3 Adzt Adz? —

ot Ox3

B
%/\dt/\dxl/\dx?’—Q/\dﬁ/\dxl/\dx?’—}—

ot Ox?

0B, ©

/\dt/\dwz/\dx?’—i—a Adz' Adz? A daB.

ot Oxt
Collecting terms and using the antisymmetry of the wedge operator, we get

0B, 0B, 0B
ozl Ox? Ox3
0E, OE. 0B, ., 5
(8x3_8x2_ 6t)dx Adt A dz® +
O0E. OE, OB L
(3x1_8dz3_ 6ty)thdx Axd +
0E, 0E, 0B. )
(8:172_3:171 8t)dgc Adt A dz®.

dF = ( ) dat A da® A da® +

Therefore, dF' = 0 iff
0B, 0B, 0B,

=0
Ox! + Oz + ox3 ’
which is the same as
V-B =0,
and
0E, B oF, B 0B, —0
dx3  Ox? Ot ’
OF, B OF, B 0B, —0
Ozt 0x3 ot
OF, B OE, B 0B, 0
Oz Ozt ot 7
which means that
0B
—VfoE:O. (2.116)

To verify the second set of Maxwell equations, we first compute the dual of the
current density 1-form (2.114) using the results from example 2.4.1. We get

xJ = [—pdx' Adx® Ndx® 4+ Jyda® AdtAdx® + Jodt Adxt Ada® + Jzdat AdtAda?).
(2.117)
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We could now proceed to compute d x F', but perhaps it is more elegant to
notice that F € Q2(M), and so, according to example (2.4.1), F splits into
F = F, 4+ F_. In fact, we see from (2.112) that the components of F; are those
of —E and the components of F_ constitute the magnetic field vector B. Using
the results of example (2.4.1), we can immediately write the components of xF™:

1
*F = Badt da' + Bydt A da® + B.dt A da® +
E.dz' A dx? — Eydat A do® + Epdo? A da®), (2.118)

or equivalently,
0O B, B
—B, 0 E. -E,
_B, —E. 0o B | (2.119)
-B, E, —-E, 0

Effectively, the dual operator amounts to exchanging

*x
F, =

E — —-B
B — +E,

in the left hand side of the first set of Maxwell equations. We infer from
equations (2.116) and (2.117) that

V-E=4mp

and OF
VxB—-— =4nrJ.
ot

Most standard electrodynamic textbooks carry out the computation entirely
tensor components, To connect with this approach, we should mention that it
FP represents the electromagnetic tensor, then the dual tensor is

Vdetyg or

F, = ——€uworF (2.120)

Since dF = 0, in a contractible region there exists a one form A such that
F = dA. The form A is called the 4-vector potential. The components of A are,

A=A, dz",
4, = (6, A) (2.121)

where ¢ is the electric potential and A the magnetic vector potential. The
components of the electromagnetic tensor F' are given by

0A 0A
F,=—2__"F 2.122
B g ox? ( )

The classical electromagnetic Lagrangian is

1
Lo = = FuF"™ + T4 A,, (2.123)

EM
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with corresponding Euler-Lagrange equations

oL

v

B laL

To carry out the computation we first use the Minkowski to write the Lagrangian
with the indices down. The key is to keep in mind that A, , are treated as
independent variables, so the derivatives of A, s vanish unless p = « and
v = [f. We get,

oL 1 0L

=2 _(F,3F%),
04, 404, )
1 0L
- _-_ = Fa Fo’ aX, Bo
1904, ) FasEoan™ ™),
1 (6% o
== 077 [Fap (0384 — 8508) + Fao (850 — 6564),
1 « 1% vo av v g
= = 00 Fap 00" Fxg =00 Fog — 117 (Fxo),
1
= [P PP B P,
—_—
On the other hand,
oL v
04, 7
Therefore, the field equations are
G%#FW = J~. (2.125)

The dual equations equivalent to the other pair of Maxwell equations is

i*F”” =0.

In the gauge theory formulation of classical electrodynamics, the invariant ex-
pression for the Lagrangian is the square of the norm of the field F' under the
induced inner product

<FF>=-— /(F A*F) d. (2.126)

This the starting point to generalize to non-Abelian gauge theories.



Chapter 3

Connections

3.1 Frames

This chapter is dedicated to professor Arthur Fischer. In my second year as
an undergraduate at Berkeley, I took the undergraduate course in differential
geometry which to this day is still called Math 140. The driving force in my
career was trying to understand the general theory of relativity, which was only
available at the graduate level. However, the graduate course (Math 280 at the
time) read that the only prerequisite was Math 140. So I got emboldened and
enrolled in the graduate course taught that year by Dr. Fischer. The required
book for the course was the classic by Adler, Bazin, Schiffer. I loved the book;
it was definitely within my reach and I began to devour the pages with the great
satisfaction that I was getting a grasp of the mathematics and the physics. On
the other hand, I was completely lost in the course. It seemed as if it had
nothing to do with the material I was learning on my own. Around the third
week of classes, Dr. Fischer went through a computation with these mysterious
operators, and upon finishing the computation he said if we were following, he
had just derived the formula for the Christoffel symbols. Clearly, I was not
following, they looked nothing like the Christoffel symbols I had learned from
the book. So, with great embarrassment I went to his office and explained my
predicament. He smiled, apologized when he did not need to, and invited me to
1-1 sessions for the rest of the two-semester course. That is how I got through
the book he was really using, namely Abraham-Marsden. I am forever grateful.

As noted in Chapter 1, the theory of curves in R? can be elegantly for-
mulated by introducing orthonormal triplets of vectors which we called Frenet
frames. The Frenet vectors are adapted to the curves in such a manner that the
rate of change of the frame gives information about the curvature of the curve.
In this chapter we will study the properties of arbitrary frames and their cor-
responding rates of change in the direction of the various vectors in the frame.
These concepts will then be applied later to special frames adapted to surfaces.

3.1.1 Definition A coordinate frame in R™ is an n-tuple of vector fields
{e1,...,en} which are linearly independent at each point p in the space.

(6]
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In local coordinates {z!,...,2"}, we can always express the frame vectors
as linear combinations of the standard basis vectors

n
9 _
e = ZAJZ@ = AT, (3.1)
j=1
where 0; = % Placing the basis vectors 0; on the left is done to be consistent

with the summation convention, keeping in mind that the differential operators
do not act on the matrix elements. We assume the matrix A = (47)) to be
nonsingular at each point. In linear algebra, this concept is called a change
of basis, the difference being that in our case, the transformation matrix A
depends on the position. A frame field is called orthonormal if at each point,

<ej, e >= 51] (32)

Throughout this chapter, we will assume that all frame fields are orthonormal.
Whereas this restriction is not necessary, it is convenient because it results in
considerable simplification in computions.

3.1.2 Proposition If {e;,...,e,} is an orthonormal frame, then the trans-
formation matrix is orthogonal (ie, AAT = I)
Proof The proof is by direct computation. Let e; = 9;A’,. Then

(Sij = <e565 >,
= <oA%, 04" >,
= ARAL <O, 0 >,

= A@Alﬁkl,
= A%(AT) k.
Hence
(AT)AS = 6y,
(AT>jkAkz‘ = 5Ji’
ATA = 1.

Given a frame {e;}, we can also introduce the corresponding dual coframe
forms 6 by requiring that

Gi(ej) = 52

: (3.3)

Since the dual coframe is a set of 1-forms, they can also be expressed in local
coordinates as linear combinations

0° = B dz".



3.1. FRAMES 7

It follows from equation( 3.3), that

0'(e;) = Bpda"(9A"),
= BYAYda"(9y),
= B'ALsh,

5 = BYAR.

Therefore, we conclude that BA =1, s0 B = A~! = AT. In other words, when
the frames are orthonormal, we have

€; akAki7

0 = Alda. (3.4)

3.1.3 Example Consider the transformation from Cartesian to cylindrical
coordinates:

x=rcosf, y=rsinb, z=z. (3.5)

Using the chain rule for partial derivatives, we have

N Y]

5, — Cosfp- dsin g’

0 ., 0

% - _TSIHG%+TCOSQ@’
8 _ 9

0z 0z

The vectors %, and % are clearly unit vectors.

To make the vector % a unit vector, it suffices to divide it by its length 7.
We can then compute the dot products of each pair of vectors and easily verify
that the quantities

0 10 0
61—5, 62_;%7 63—57 (3-6)

are a triplet of mutually orthogonal unit vectors and thus constitute an or-
thonormal frame. The surfaces with constant value for the coordinates r, 8 and
z respectively, represent a set of mutually orthogonal surfaces at each point.
The frame vectors at a point are normal to these surfaces as shown in figure
3.1. Physicists often refer to these frame vectors as {%, 0, z}, or as {e,, eq9,€,.}.

3.1.4 Example For spherical coordinates (2.30)

xr = rsinfcosg,
= rsinfsin ¢,

= rcosb,
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Fig. 3.1: Cylindrical and Spherical Frames.

the chain rule leads to

% = sin@cosgb% —l—sin@sin¢€% —‘rCOS@%,
% = rcosé’cosqbaﬁx —i—rcos&sin(b(,%—rsinﬂg,
% = —rsinGsinqS% +7‘Sinﬁcos¢§y.
The vector % is of unit length but the other two need to be normalized. As

before, all we need to do is divide the vectors by their magnitude. For %, we

divide by r and for %, we divide by rsin 6. Taking the dot products of all pairs
and using basic trigonometric identities, one can verify that we again obtain an
orthonormal frame.

0 10 1 0

o SO iop ¢S T gy 07
Furthermore, the frame vectors are normal to triply orthogonal surfaces, which
in this case are spheres, cones and planes, as shown in figure 3.1. The fact that
the chain rule in the two situations above leads to orthonormal frames is not
coincidental. The results are related to the orthogonality of the level surfaces
2’ = constant. Since the level surfaces are orthogonal whenever they intersect,
one expects the gradients of the surfaces to also be orthogonal. Transformations
of this type are called triply orthogonal systems.

€1 = €pr =

3.2 Curvilinear Coordinates

Orthogonal transformations, such as spherical and cylindrical coordinates,
appear ubiquitously in mathematical physics, because the geometry of many
problems in this discipline exhibit symmetry with respect to an axis or to the
origin. In such situations, transformations to the appropriate coordinate sys-
tem often result in considerable simplification of the field equations involved
in the problem. It has been shown that the Laplace operator that appears
in the potential, heat, wave, and Schrodinger field equations, is separable in
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exactly twelve orthogonal coordinate systems. A simple and efficient method
to calculate the Laplacian in orthogonal coordinates can be implemented using
differential forms.

3.2.1 Example In spherical coordinates the differential of arc length is given
by (see equation 2.31) the metric:

ds?® = dr? + r2d6? + r? sin? 6d¢>.

Let
0t = dr,
0> = rde,
6> = rsinfde. (3.8)

Note that these three 1-forms constitute the dual coframe to the orthonormal
frame derived in equation( 3.7). Consider a scalar field f = f(r,0,¢). We
now calculate the Laplacian of f in spherical coordinates using the methods of
section 2.4.2. To do this, we first compute the differential df and express the
result in terms of the coframe.

_ of of of

= Grdr+ gadi+ Sods
_ 9, l@ﬁ L 0f ps
N (’97’9 + 899 +rsin95‘¢)9'

The components df in the coframe represent the gradient in spherical coordi-
nates. Continuing with the scheme of section 2.4.2, we next apply the Hodge
* operator. Then, we rewrite the resulting 2-form in terms of wedge products
of coordinate differentials so that we can apply the definition of the exterior
derivative.

*df = géﬂ NG —

or

of
or
of

= 0—
r? sin o

dxdf = ;(r smGZf)dr/\d@/\d(b—

1 0 of
s1n08¢(8¢)d¢/\d r A do,

= [sin&( gf) + %(

19f v 3 1 of gl
caal N S as
8f of

1 1
d@/\dqﬁ—rsmef%dr/\cw—i— ﬁ%d r A db,

of of
dO N d¢p — sin 6 20 dr/\d(b—i—ﬁa—qbd r A do,

0 A 62,

= r2ginf==

6f)d9/\dr/\d¢+

0
—(sinf 50

00

O L 1 2F
956) T smo 902

}WAMAM.

Finally, rewriting the differentials back in terms of the coframe, we get

20f, | 0 of 1 9*f
or o) T (Sl 980 sin 6 O¢?

09 )+

1
d*df:Q_[ﬁne( ]91A92A9?
r2sin 6
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Therefore, the Laplacian of f is given by

18[28f}+1[18,8f 1 0%f

2 P PR JR— PR —
Vf_ﬂ@r " or sin080<sm989)+sin298¢2

r2

(3.9)

The derivation of the expression for the spherical Laplacian by differential forms
is elegant and leads naturally to the operator in Sturm-Liouville form.

The process above can be carried out for general orthogonal transformations.
A change of coordinates z = z%(u") leads to an orthogonal transformation if
in the new coordinate system u”, the line metric

ds® = g11(du')? + goo(du®)? + gs3(du®)? (3.10)
only has diagonal entries. In this case, we choose the coframe

0' = /gridut = hydu®,
92 = \/gggdUQ = hgd’uQ,
03 = \/gg3d’u,3 = h3du3.

Classically, the quantities {h1, ho, h3} are called the weights. Please note that,
in the interest of connecting to classical terminology, we have exchanged two
indices for one and this will cause small discrepancies with the index summation
convention. We will revert to using a summation symbol when these discrep-
ancies occur. To satisfy the duality condition 6°(e;) = 6;7 we must choose the
corresponding frame vectors e; as follows:

1 9 19
el—ﬁw—a@,
1 0 1 0
622\/@@:@@,
1 0 1 0
€3 =

- V933 oud 773%

Gradient. Let f = f(2') and 2’ = 2°(u¥). Then

of .

Wdl’ 3

of out |

dui 9zF

of i

N 3uidu’
19f

- ht Qut

= el(f)H’
As expected, the components of the gradient in the coframe 6 are the just the

frame vectors. Lo 10 19
I -2 = . 11
v (hl 8u1 ’ hQ 8’[1,27 h3 8u3) (3 )

af =
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Curl. Let F = (Fy, Fy, F3) be a classical vector field. Construct the corre-
sponding 1-form F = F;0" in the coframe. We calculate the curl using the dual
of the exterior derivative.

F = F0' + Fy0% + F36°,
(thl)dul =+ (h2F2)du2 =+ (h3P’3)d’U,37
(hF);du’, where (hF); = h;Fj;.

1 [o(hF); O(hF), i j
dFF = 3 { o o du' A du’,
B 1 [O(hF); _ O(hF); ; j
= i { 57 S do* A de’.
y 1 O(hF); O(hF);
_ i _ il gk — ok
*dF = €7 |:hihj[ S B 116 (V x F)0

Thus, the components of the curl are

1 [8(h3Fg) a(hQFQ)} 1 [a(thg) a(thl)} 1 [a(thl) a(hQFQ)]
h2h3 8u2 8u3 ’ h1 h3 aul 8u3 ’ h1h2 6u2 8’(1,1 ’

Divergence. As before, let F' = F;#* and recall that V- F = xd x F. The
computation yields

F = [0+ F0* + F36°

*xF = F0°N0P+ F0° A0 + F30' A\ 62
= (thgFl)du2 A du? + (h1h3F2)du3 A dut + (h1h2F3)dU,1 A du?

_ [0(hehsFy) | O(hahslz)  O(hahoF3)] | 4 2 3
dxdF = [ Pl P2 + B du” A du® Adu’.
Therefore,
1 8(h2h3F1) 8(h1h3F2) 8(h1h2F3)
F=%dxF = . 12
v ax hlhghg |: 8’[1,1 + 811,2 + 81&3 (3 )

3.3 Covariant Derivative

In this section we introduce a generalization of directional derivatives. The
directional derivative measures the rate of change of a function in the direction
of a vector. We seek a quantity which measures the rate of change of a vector
field in the direction of another.

3.3.1 Definition Given a pair (X,Y) of arbitrary vector field in R", we
associate a new vector field VxY, so that Vx : 2 (R") — Z'(R"). The
quantity V called a Koszul connection if it satisfies the following properties:

1. vfx(Y) = fﬁxY,
2. ﬁ(Xﬁ-Xg)Y = ﬁXIY +VX2Y,
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3. Vx(Y1 +Y3) = VxV; + VxYs,
4. VxfY = X(f)Y + fVxY,

for all vector fields X, X1, X5,Y,Y7,Ys € 2 (R™) and all smooth functions f.
Implicit in the properties, we set Vx f = X (f). The definition states that the
map Vx is linear on X but behaves as a linear derivation on Y. For this reason,
the quantity VxY is called the covariant derivative of Y in the direction of X.

3.3.2 Proposition LetY = f? 62,., be a vector field in R™ , and let X another

C*° vector field. Then the operator given by

VxY = X(f9) a' (3.13)

ox*

defines a Koszul connection.
Proof The proof just requires verification that the four properties above are
satisfied, and it is left as an exercise.

The operator defined in this proposition is the standard connection compat-
ible with the Fuclidean metric. The action of this connection on a vector field
Y yields a new vector field whose components are the directional derivatives of
the components of Y.

3.3.3 Example Let

_ 0 0 - 5 0 5 0
Xfx8$+:czay,Yf:r—am+a:y —ay.
Then,
_ 0 0
_ 2 2
VxY = X(z )—aerX(xy )—ay,
_ 9,2 9 29 0 o 9 ey d

0 0
2 2 2
2z o + (zy” + 22 yz)ay.

3.3.4 Definition A Koszul connection Vx is compatible with the metric
g(Y, Z) if _ _ _

Vx <Y, Z>=<VxY,Z>+<Y,VxZ>. (3.14)
if F/: R® — R" is an isometry so that < F, X, F,Y >=< X,Y >, then it is
connection preserving in the sense

F*(VXY) :VF*XF*y. (315)

In Euclidean space, the components of the standard frame vectors are constant,
and thus their rates of change in any direction vanish. Let e; be arbitrary frame
field with dual forms 6°. The covariant derivatives of the frame vectors in the
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directions of a vector X will in general yield new vectors. The new vectors must
be linear combinations of the basis vectors as follows:

Vxe, = wll(X)el +w21(X)62 +w31(X)€37
ﬁxeg = wlz(X)el +w22(X)€2 +w32(X)63,
Vxes = w'3(X)ep +w?s(X)es + w?s(X)es. (3.16)

The coeflicients can be more succinctly expressed using the compact index no-
tation, o _
VXSZ' = ijji(X). (317)
It follows immediately that
W (X)) =07 (Vxe;). (3.18)

Equivalently, one can take the inner product of both sides of equation (3.17)
with e to get

< Vxei,ek > = < ejwji(X),ek >
= wji(X) <ej, e >
Wji(X)gjk
Hence, o
< Vxei,ek >= wm(X) (319)

The left-hand side of the last equation is the inner product of two vectors,
so the expression represents an array of functions. Consequently, the right-
hand side also represents an array of functions. In addition, both expressions
are linear on X, since by definition, Vx is linear on X. We conclude that the
right-hand side can be interpreted as a matrix in which each entry is a 1-forms
acting on the vector X to yield a function. The matrix valued quantity wij is
called the connection form. Sacrificing some inconsistency with the formalism of
differential forms for the sake of connecting to classical notation, we sometimes
write the above equation as

< dej, e >= wyi, (3.20)

where {e;} are vector calculus vectors forming an orthonormal basis.

3.3.5 Definition Let Vx be a Koszul connection and let {e;} be a frame.
The Christoffel symbols associated with the connection in the given frame are
the functions Fkij given by

Ve,e; =T% ey (3.21)
The Christoffel symbols are the coefficients that give the representation of the
rate of change of the frame vectors in the direction of the frame vectors them-
selves. Many physicists therefore refer to the Christoffel symbols as the connec-
tion, resulting in possible confusion. The precise relation between the Christoffel
symbols and the connection 1-forms is captured by the equations,

Wi(e;) =T (3.22)

15
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or equivalently ‘
wh =T%.07. (3.23)

In a general frame in R™ there are n? entries in the connection 1-form and n3
Christoffel symbols. The number of independent components is reduced if one
assumes that the frame is orthonormal.

If T = T'; is a general vector field, then

Ve, T =V, (T';)
_ i ik
—TJ»ei—i—TFjiek
= (T% + T} )es, (3.24)

which is denoted classically as the covariant derivative
i i ik
Ty, =T+ 11" (3.25)

Here, the comma in the subscript means regular derivative. The equation above
is also commonly written as

V., T' =V,;T" =T% + T, T",

We should point out the accepted but inconsistent use of terminology. What is
meant by the notation V;T above is not the covariant derivative of the vector
but the tensor components of the covariant derivative of the vector; one more
reminder that most physicists conflate a tensor with its components.

3.3.6 Proposition Let {¢;} be an orthonormal frame and Vx be a Koszul
connection compatible with the metric . Then

Wi = —Wiy (3'26)
Proof Since it is given that < e;,e; >= d;;, we have

0 = ﬁx < e€;,e5 >,
= < ﬁxei,ej >4+ < ei,ﬁxej >,
= < w’jek,ej >+ < ei,w’;ek >,
= w’f- < e, e > —|—w§- < e;, e >,
= Whigk + W];‘gilm
= Wji + wij.
thus proving that w is indeed antisymmetric.
The covariant derivative can be extended to the full tensor field Z."(R™) by
requiring that
a) Vx : 7/ (R") = T (R"), _
b) Vx(Th @ T2) = VxTh @ To + Ty @ Vx T, -
¢) Vx commutes with all contractions, Vx(CT) = C(Vx).
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Let us compute the covariant derivative of a one-form w with respect to vector
field X. The contraction of w ® Y is the function iyw = w(Y’). Taking the
covariant derivative, we have,

Vx(w(Y)) = (Vxw)(Y) (?XY),

—w
X(w(Y)) = (Vxw)(Y) —w(VxY).
Hence, the coordinate-free formula for the covariant derivative of one-form is,
(Vxw)(Y) = X(@(Y)) = w(VxY). (3.27)
Let 6* be the dual forms to e;. We have
Vx(0'®@e;) =Vx0 ®@e; + 0" @ Vxe,.

The contraction of i, 0" = 0i(e;) = (5;-, Hence, taking the contraction of the
equation above, we see that the left-hand side becomes 0, and we conclude
that,

(Vx8)(e;) = —0'(Vxej). (3.28)

Let w = T;6". Then,

T;) — Ti0"(Vxe;). (3.29)
If we now set X = e, we get,
(Vew)(ei) = Ty — Tib' (M yjen),

=Ty — T;5iT;,

=Tk — T T
Classically, we write

Vil = Tjjp = Tjw — T i T (3.30)

In general, let T be a tensor of type (:),

T=T"""e, ® - @e;, @07 @...00. (3.31)

VARTERY]

Since we know how to take the covariant derivative of a function, a vector,
and a one form, we can use Leibnitz rule for tensor products and property of
the covariant derivative commuting with contractions, to get by induction, a
formula for the covariant derivative of an (Z)—tensor,

(vxT)(Qil, ...,9“, €j15 ...ejs) = X(T(Q” g eeny 9”, €1y eens ejs))
— T(Vxé)“,...,Q“,eh,...,ejs) — = T(@il, ...,vthir,ejl, ey €5 )ene

— T(9“7 . Qir,ﬁxejl, ey €j) — e — T(Qzl . 9“, €15 ...,vxejs).
(3.32)
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The covariant derivative picks up a term with a positive Christoffel symbol
factor for each contravariant index and a term with a negative Christoffel sym-
bol factor for each covariant index. Thus, for example, for a (3) tensor, be
components of the covariant derivative in classical notation are

ViT e =T i = Ty + TUpT" i = T Ty, — T T (3.33)
In particular, if g is the metric tensor and X, Y, Z vector fields, we have
(Vxg)(Y,Z2) = X (9(X,Y)) = g(VxY. Z) — g(X,Vx Z).
Thus, if we impose the condition Vxg = 0, the equation above reads
Vx <Y, Z>=<VxY,Z>+<Y,VxZ>. (3.34)

In other words, a connection is compatible with the metric just means that the
metric is covariantly constant along any vector field.

In an orthonormal frame in R™ the number of independent coefficients of the
connection 1-form is (1/2)n(n — 1) since by antisymmetry, the diagonal entries
are zero, and one only needs to count the number of entries in the upper tri-
angular part of the n X n matrix w;;. Similarly, the number of independent
Christoffel symbols gets reduced to (1/2)n?(n — 1). Raising one index with
g, we find that wij is also antisymmetric, so in R3 the connection equations
become

. 0 wlg(X) wlg(X
VX [61, €9, 83] = [61, 62,63] 7&]12&;((; 20 (X) wzgo(X) (335)

Comparing the Frenet frame equation (1.39), we notice the obvious similarity
to the general frame equations above. Clearly, the Frenet frame is a special case
in which the basis vectors have been adapted to a curve, resulting in a simpler
connection in which some of the coefficients vanish. A further simplification
occurs in the Frenet frame, since in this case the equations represent the rate
of change of the frame only along the direction of the curve rather than an
arbitrary direction vector X. To elaborate on this transition from classical to
modern notation, consider a unit speed curve 3(s). Then, as we discussed in
section 1.15, we associate with the classical tangent vector T = % the vector

field T = p'(s) = % 8‘21. Let W = W(B(s)) = w’ (s)a—‘z7 be an arbitrary vector

field constrained to the curve. The rate of change of W along the curve is given
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by
VTW = W i (w]i)
(G o) Oad”
dzt— .0
_ J
ds gz (w 3:17J)
dz Ow’ 0
ds Ozt OxJ
w0
T ds Oz7
=W'(s).

3.4 Cartan Equations

Perhaps, the most important contribution to the development of modern
differential geometry, is the work of Cartan, culminating into the famous equa-
tions of structure discussed in this chapter.

First Structure Equation

3.4.1 Theorem Let {e;} be a frame with connection w’; and dual coframe
6. Then
O'=df +w'; N =0. (3.36)

Proof Let
€;, = (9jAjZ'

be a frame, and let 67 be the corresponding coframe. Since Oi(ej), we have
9" = (A_l)ijdxj.

Let X be an arbitrary vector field. Then

ﬁxei = ﬁx(@AJ)
ewh(X) = 9;X(4)),
) d(A UG

= ex(A7)5d(A%)(X).

X)) = (ATH5AA)(X).

Hence,

or, in matrix notation,
w=A"tdA. (3.37)
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On the other hand, taking the exterior derivative of 67, we find that
do° = d(A™)Y Adad,
= d(ATN) AAOR,
o = d(ATHANG.
However, since A™*A = I, we have d(A™1)A = —A~'dA = —w, hence
df = —wANo. (3.38)

In other words
o’ +w'; AN67 = 0.

3.4.2 Example SO(2,R)
Consider the polar coordinates part of the transformation in equation 3.5.
Then the frame equations 3.6 in matrix form are given by:

cosf) —sinf

[er,e2] = |2 & : (3.39)
sinf)  cos®

Thus, the attitude matrix

cosf) —sind
A= (3.40)
sinf  cosf

is a rotation matrix in R2. The set of all such matrices forms a continuous
group ( Lie group) called SO(2,R). In such cases, the matrix

w=A"1dA (3.41)

in equation 3.37 is called the Maurer-Cartan form of the group. An easy com-
putation shows that for the rotation group SO(2), the connection form is

0 —df
w= . (3.42)
o 0

Second Structure Equation

Let 6" be a coframe in R™ with connection w*;. Taking the exterior derivative
of the first equation of structure and recalling the properties (2.66), we get

d(df") + d(w’; A 67) =0,
dwij AGI— wij Adf = 0.
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Substituting recursively from the first equation of structure, we get

i j i j k
dw'; N7 — W' A (=), AB7) =0,
dwil/\9j+wik /\wk-/\Gj:(),
(dw —|—wk/\w )/\GJ—O,

3.4.3 Definition The curvature 2 of a connection w is the matrix valued
2-form,
C ) X

3.4.4 Theorem Let 6 be a coframe with connection w in R™ . Then the
curvature form vanishes:

Q=dw+wAw=0. (3.44)

Proof Given that there is a non-singular matrix A such that § = A~'dz and
w= A"1dA, we have
dw = d(A™) A dA.

On the other hand,

wAw = (A7'dA) A (A71dA),
= —d(ATHAANATdA,
= —d(ATYH)(AATYHY A dA,
= —d(A7Y) AdA.
Therefore, dw = —w A w.

There is a slight abuse of the wedge notation here. The connection w is ma-
trix valued, so the symbol w A w is really a composite of matrix and wedge
multiplication.

3.4.5 Example Sphere frame
The frame for spherical coordinates 3.7 in matrix form is

sinfcos¢ cosfcos¢g —sing
ler, €9, €4] = [8%’8%7% sinfsing cosfsing  cos¢
cosf —sinf 0

Hence,
sinfcos¢ sinfsing cosf
A7t = |cosfcos¢p cosfsing —sinf|,
—sin ¢ cos ¢ 0
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and

cosfcospdf —sinfsingpdep —sinfcospdf —cosfsinpdp —cospdp
dA = |cosfsingpdf +sinfcospdp —sinfsingpdld + cosfcospdp —sineddo| .
—sin 6 do —cos0db 0

Since the w = A~'dA is antisymmetric, it suffices to compute:

wh = [~ sin? @ cos® ¢ — sin? @sin® ¢ — cos? 0] df
+ [sin 0 cos 0 cos ¢ sin ¢ — sin O cos 6 cos ¢ sin @] de,
= —db,

L = [~ sinf cos® ¢ — sin O sin? ¢] dp = — sin 0 dp,
2 = [~ cosfcos® ¢ — cos Osin? ¢] dp = — cos 0 dp.

We conclude that the matrix-valued connection one form is

0 —do —sinfdg
w= do 0 —cosfdgp
sinfd¢ cosfdp 0

A slicker computation of the connection form can be obtained by a method of
educated guessing working directly from the structure equations. We have that
the dual one forms are:

0! = dr,
6% = rdb,
0% = rsin 6 do.
Then
df? = —df A dr,

= —wi N0 — WL NG

So, on a first iteration we guess that w3 = df. The component w% is not nec-
essarily 0 because it might contain terms with d¢. Proceeding in this manner,
we compute:

d9® =sin@dr A do + rcosdf A de,
= —sinfd¢p ANdr —cos@dp Ardb,
=W Adr A0t —wd A6

Now we guess that w® = sinfd¢, and w? = cosfd¢. Finally, we insert these
into the full structure equations and check to see if any modifications need to be
made. In this case, the forms we have found are completely compatible with the
first equation of structure, so these must be the forms. The second equations
of structure are much more straight-forward to verify. For example
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dw? = d(—cos 0 dg),
sin @ df A do,
—dO N (—sin@de),

—w21 A wlg.

Change of Basis

We briefly explore the behavior of the quantities ©% and Qij under a change
of basis. Let e; be frame in M = R™ with dual forms #?, and let & be another
frame related to the first frame by an invertible transformation.

g =e; B, (3.45)
which we will write in matrix notation as @ = eB. Referring back to the
definition of connections (3.17), we introduce the covariant differential V which
maps vectors into vector-valued forms,

V:QUM, TM) — QY (M, TM)

given by the formula

Vei = ¢;0u)
= o)
Ve = ew (3.46)

where, once again, we have simplified the equation by using matrix notation.
This definition is elegant because it does not explicitly show the dependence on
X in the connection (3.17). The idea of switching from derivatives to differen-
tials is familiar from basic calculus. Consistent with equation 3.20, the vector
calculus notation for equation 3.46 would be

de; = ej w;. (3.47)

However, we point out that in the present context, the situation is much more
subtle. The operator V here maps a vector field to a matrix-valued tensor of
rank (}) Another way to view the covariant differential is to think of V as an
operator such that if e is a frame, and X a vector field, then Ve(X) = Vye. If f
is a function, then Vf(X) = Vx f = df(X), so that Vf = df. In other words, V
behaves like a covariant derivative on vectors, but like a differential on functions.
The action of the covariant differential also extends to the entire tensor algebra,
but we do not need that formalism for now, and we delay discussion to section
6.4 on connections on vector bundles. Taking the exterior differential of (3.45)
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and using (3.46) recursively, we get

<
ol

= (Ve)B + e(dB)

= ewB+e(dB)

= eB 'wB+eB'dB
= e[B~'wB+ B~ 'dB]

w

ol

provided that the connection @ in the new frame € is related to the connection
w by the transformation law, (See 6.62)

w=B"'wB+ B 'dB. (3.48)

It should be noted than if e is the standard frame e; = 9; in R™ , then Ve = 0, so
that w = 0. In this case, the formula above reduces tow = B~'dB, showing that
the transformation rule is consistent with equation (3.37). The transformation
law for the curvature forms is,

Q=B"'QB. (3.49)
A quantity transforming as in 3.49 is said to be a tensorial form of adjoint type.
3.4.6 Example Suppose that B is a change of basis consisting of a rotation

by an angle € about ez. The transformation is a an isometry that can be
represented by the orthogonal rotation matrix

cosf —sinf 0
B = |sinf cosf O0f. (3.50)
0 0 1

Carrying out the computation for the change of basis 3.48, we find:

512 = w12 - dea
W'y = cosf w's 4 sin 6 w?s,
W25 = —sinf w's + cos § w?s. (3.51)

The B~'dB part of the transformation only affects the w', term, and the effect
is just adding df much like the case of the Maurer-Cartan form for SO(2) above.



Chapter 4

Theory of Surfaces

4.1 Manifolds

4.1.1 Definition A coordinate chart or coordinate patch in M C R? is a
differentiable map x from an open subset V of R? onto a set U C M.

x:VcR? — R?
(u,0) = (z(u,v),y(u,v), z(u,v)) (4.1)

Each set U = x(V) is called a coordinate neighborhood of M. We require that

Fig. 4.1: Surface

the Jacobian of the map has maximal rank. In local coordinates, a coordinate
chart is represented by three equations in two variables:

z' = f{(u®), where i =1,2,3, a=1,2. (4.2)

It will be convenient to use the tensor index formalism when appropriate, so
that we can continue to take advantage of the Einstein summation convention.
The assumption that the Jacobian J = (9z¢/0u®) be of maximal rank allows
one to invoke the implicit function theorem. Thus, in principle, one can locally

93
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solve for one of the coordinates, say 23, in terms of the other two, to get an
explicit function
3 = f(at, 2?). (4.3)

The loci of points in R? satisfying the equations 2* = f*(u®) can also be locally
represented implicitly by an expression of the form

F(x', 2, 2%) = 0. (4.4)

4.1.2 Definition Let U; and U; be two coordinate neighborhoods of a point
p € M with corresponding charts x(u!,u?) : V; — U; C R? and y(v!,v?) :
V; — U; C R? with a non-empty intersection U;NU; # 0. On the overlaps, the
maps ¢;; = x 'y are called transition functions or coordinate transformations.
(See figure 4.2 )

xly
/\
A/ij\
Fig. 4.2: Coordinate Charts

4.1.3 Definition A differentiable manifold of dimension 2, is a space M
together with an indexed collection {U, }aer of coordinate neighborhoods sat-
isfying the following properties:

1. The neighborhoods {U, } constitute an open cover M. That is, if p € M,
then p belongs to some chart.

2. For any pair of coordinate neighborhoods U; and U; with U; N U; # 0,
the transition maps ¢;; and their inverses are differentiable.

3. An indexed collection satisfying the conditions above is called an atlas.
We require the atlas to be maximal in the sense that it contains all possible
coordinate neighborhoods.

The overlapping coordinate patches represent different parametrizations for the
same set of points in R3. Part (2) of the definition insures that on the overlap,
the coordinate transformations are invertible. Part (3) is included for technical
reasons, although in practice the condition is superfluous. A family of coordi-
nate neighborhoods satisfying conditions (1) and (2) can always be extended to
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a maximal atlas. This can be shown from the fact that M inherits a subspace
topology consisting of open sets which are defined by the intersection of open
sets in R3 with M.

If the coordinate patches in the definition map from R™ to R™ n < m we
say that M is a n-dimensional submanifold embedded in R™. In fact, one could
define an abstract manifold without the reference to the embedding space by
starting with a topological space M that is locally Euclidean via homeomorphic
coordinate patches and has a differentiable structure as in the definition above.
However, it turns out that any differentiable manifold of dimension n can be
embedded in R?", as proved by Whitney in a theorem that is beyond the scope
of these notes.

A 2-dimensional manifold embedded in R? in which the transition func-
tions are C'*°, is called a smooth surface. The first condition in the definition
states that each coordinate neighborhood looks locally like a subset of R2. The
second differentiability condition indicates that the patches are joined together
smoothly as some sort of quilt. We summarize this notion by saying that a
manifold is a space that is locally Euclidean and has a differentiable structure,
so that the notion of differentiation makes sense. Of course, R” is itself an n
dimensional manifold.

The smoothness condition on the coordinate component functions z*(u®)
implies that at any point x%(u§ + h®) near a point z'(ug) = z*(ug,vo), the
functions admit a Taylor expansion

i ; Ooxt 1 02t
i, ) i, o T papfB 4
' (uf + h) =z (ug) + h (aua)0+2!h h (8u“3u6>0+"' (4.5)

Since the parameters u® must enter independently, the Jacobian matrix
i 9z By 8
g= 97| _ a0 au o
- Su ox y oz

must have maximal rank. At points where J has rank 0 or 1, there is a singu-
larity in the coordinate patch.

4.1.4 Example Consider the local coordinate chart for the unit sphere ob-
tained by setting » = 1 in the equations for spherical coordinates 2.30

x(0, ¢) = (sin  cos ¢, sin O sin ¢, cos H).

The vector equation is equivalent to three scalar functions in two variables:

x = sinfcosg,
= sin#sin ¢,
z = coso. (4.6)

Clearly, the surface represented by this chart is part of the sphere 22 442+ 22 =
1. The chart cannot possibly represent the whole sphere because, although
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a sphere is locally Euclidean, (the earth is locally flat) there is certainly a
topological difference between a sphere and a plane. Indeed, if one analyzes the
coordinate chart carefully, one will note that at the North pole (6 =0, z =1,
the coordinates become singular. This happens because 6§ = 0 implies that
x =y = 0 regardless of the value of ¢, so that the North pole has an infinite
number of labels. In this coordinate patch, the Jacobian at the North Pole does
not have maximal rank. To cover the entire sphere, one would need at least
two coordinate patches. In fact, introducing an exactly analogous patch y(u.v)
based on South pole would suffice, as long as in overlap around the equator
functions x~ 'y, and y~!x are smooth. One could conceive more elaborate
coordinate patches such as those used in baseball and soccer balls.

The fact that it is required to have two parameters to describe a patch on
a surface in R? is a manifestation of the 2-dimensional nature of the surfaces.
If one holds one of the parameters constant while varying the other, then the
resulting 1-parameter equation describes a curve on the surface. Thus, for ex-
ample, letting ¢ = constant in equation (4.6), we get the equation of a meridian
great circle.

4.1.5 Example Surface of revolution
Given a function f(r), the coordinate chart

x(r,¢) = (rcos ¢, rsing, f(r)) (4.7)

represents a surface of revolution around the z-
axis in which the cross section profile has the
shape of the function. Horizontal cross-sections
are circles of -radius r. In _ﬁ ure 4.3, we haye cho- Fig. 4.3: Bell

sen the function f(r) = e~ to be a Gaussian, so

the surface of revolution is bell-shaped. A lateral curve profile for ¢ = 7/4 is
shown in black. We should point out that this parametrization of surfaces of
revolution is fairly constraining because of the requirement of z = f(r) to be a
function. Thus, for instance, the parametrization will not work for surfaces of
revolution generated by closed curves. In the next example, we illustrate how
one easily get around this constraint.

4.1.6 Example Torus

Consider the surface of revolution generated by rotating a circle C' of radius r
around a parallel axis located a distance R from its center as shown in figure
4.4.

The resulting surface called a torus can be parametrized by the coordinate patch

x(u,v) = ((R+ rcosu)cosv, (R + rcosu)sinv, rsinu). (4.8)

Here the angle u traces points around the z-axis, whereas the angle v traces
points around the circle C. (At the risk of some confusion in notation, (the
parameters in the figure are bold-faced; this is done solely for the purpose
of visibility.) The projection of a point in the surface of the torus onto the
xy-plane is located at a distance (R 4 rcosu) from the origin. Thus, the z
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Fig. 4.4: Torus

and y coordinates of the point in the torus are just the polar coordinates of
the projection of the point in the plane. The z-coordinate corresponds to the
height of a right triangle with radius r and opposite angle u.

4.1.7 Example Monge patch

Surfaces in R3 are first introduced in vector calculus by a function of two
variables z = f(z,y). We will find it useful for consistency to use the obvious
parametrization called an Monge patch

x(u,v) = (u, v, f(u,v)). (4.9)

4.1.8 Notation Given a parametrization of a surface in a local chart x(u, v) =

x(u', u?) = x(u®), we will denote the partial derivatives by any of the following

notations:

ox 0%x
Xu = X1 = 7, Xuuw = X11 = 7 5
ou Ou?
ox 0%x
Xy = X2 = 7, Xov = X22 = 55
ov Ov?

or more succinctly,

ox 0%x

T ou TP T Gueduf (4.10)

Xa

4.2 The First Fundamental Form

Let x(u®) be a local parametrization of a surface. Then, the Euclidean
inner product in R? induces an inner product in the space of tangent vectors
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at each point in the surface. This metric on the surface is obtained as follows:

i Ox" «
dxt = ENe du®,
ds®* = 0;;dx'da?,

ozt Ox’
I oue ouP

= du®du®.
Thus,
ds? = gapdu®du®, (4.11)
where _ )
ox" Ox?

9ap =0ij5 25 5" (4.12)

We conclude that the surface, by virtue of being embedded in R?, inherits
a natural metric (4.11) which we will call the induced metric. A pair {M, g},
where M is a manifold and g = g,sdu® @du” is a metric is called a Riemannian
manifold if considered as an entity in itself, and a Riemannian submanifold
of R™ if viewed as an object embedded in Euclidean space. An equivalent
version of the metric (4.11) can be obtained by using a more traditional calculus
notation:

dx = xydu-+ x,dv
ds® = dx-dx
= (xudu + x,dv) « (xydu + x,dv)
(Xy - Xy )du? + 2(xy - Xy )dudv + (X, - X, )dv?.

We can rewrite the last result as

ds? = Edu® + 2Fdudv + Gdv?, (4.13)
where
E = g11=Xuy Xy
F = g12 = Xy " Xy
= 0§21 = Xy "Xy
G = 922 = Xy * Xy-
That is

JaB = Xa *Xg =< Xq,XB > .

4.2.1 Definition First fundamental form
The element of arc length,

ds® = gapdu® @ du®, (4.14)

is also called the first fundamental form.
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We must caution the reader that this quantity is not a form in the sense
of differential geometry since ds? involves the symmetric tensor product rather
than the wedge product. The first fundamental form plays such a crucial role in
the theory of surfaces that we will find it convenient to introduce a more modern
version. Following the same development as in the theory of curves, consider
a surface M defined locally by a function ¢ = (u',u?) — p = a(ul,u?). We
say that a quantity X, is a tangent vector at a point p € M if X, is a linear
derivation on the space of C'° real-valued functions .% = {f|f : M — R} on
the surface. The set of all tangent vectors at a point p € M is called the tangent
space T, M. As before, a vector field X on the surface is a smooth choice of a
tangent vector at each point on the surface and the union of all tangent spaces
is called the tangent bundle T M. Sections of the tangent bundle of M are
consistently denoted by 2 (M). The coordinate chart map o : R? — M C
R? induces a push-forward map a, : TR? — TM which maps a vector V at
each point in 7, (R?) into a vector Vg = o (Vy) in Ty M, as illustrated in
the diagram 4.5

V ETR? —="5% T'M

T

geR? —* > MecR* —— R

Fig. 4.5: Push-Forward

The action of the push-forward is defined by

a(V)(f) la@=V(foa)l. (4.15)

Just as in the case of curves, when we revert back to classical notation to
describe a surface as 2%(u®), what we really mean is (z° o a)(u®), where z* are
the coordinate functions in R? . Particular examples of tangent vectors on M
are given by the push-forward of the standard basis of TR?. These tangent
vectors which earlier we called x, are defined by
0 0
a*(%)(f) la(uey= Fuo

(foa)lua

In this formalism, the first fundamental form I is just the symmetric bilinear
tensor defined by the induced metric,

I(X,Y)=g(X,Y) =< X,Y >, (4.16)

where X and Y are any pair of vector fields in 2" (M).

Orthogonal Parametric Curves

Let V and W be vectors tangent to a surface M defined locally by a chart
x(u®). Since the vectors x, span the tangent space of M at each point, the
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vectors V and W can be written as linear combinations,

V = Vo%%,,
W = W,.
The functions V¢ and W< are the curvilinear components of the vectors. We

can calculate the length and the inner product of the vectors using the induced
Riemannian metric as follows:

IVI? = <V, V>=<V,,Vixs >=VV’ < x,,%x5 >,
IVI* = gapVV?,
IW[* = gapWW?,
and
<V,W> = <V, Whxs >=V'W’ <x,,x5 >,
= gapVoW?.

The angle 6 subtended by the vectors V and W is the given by the equation

<V,W >
V- [w)”
I(V,W)
VIV, V) IW, W)
Joi fr Ve b

- , 4.17
\/gagﬁz VQZ VﬁQ \/ga:;Bg Was Wﬁ% ( )

cosf =

where the numerical subscripts are needed for the o and § indices to comply
with Einstein’s summation convention.
Let u® = ¢*(¢) and u® = ¢¥*(t) be two curves on the surface. Then the
total differentials
- @ W s

7 dt, and du® = i

represent infinitesimal tangent vectors (1.23) to the curves. Thus, the angle
between two infinitesimal vectors tangent to two intersecting curves on the
surface satisfies the equation:

du®

du® du
cosf = Joufy . (4.18)
V Geus 8> A2 duP2 \ [ g, 5, Sus S
In particular, if the two curves happen to be the parametric curves, u' = const.

and u? =const., then along one curve we have du' = 0, with du? arbitrary, and
along the second du' is arbitrary and du? = 0. In this case, the cosine of the
angle subtended by the infinitesimal tangent vectors reduces to:

gro0utdu? _ g _ F (419)
Vo1 (0ul)2y/gaa(du®)?  guigee  VEG ’

cosf =
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A simpler way to obtain this result is to recall that parametric directions are
given by x, and x,, so

< Xy Xy > F

Beull - Il VEG

It follows immediately from the equation above that:

cosf = (4.20)

4.2.2 Proposition The parametric curves are orthogonal if F' = 0.

Orthogonal parametric curves are an important class of curves, because
locally the coordinate grid on the surface is similar to coordinate grids in basic
calculus, such as in polar coordinates for which ds? = dr? + r2d62.

4.2.3 Examples a) Sphere

x = (asinfcose,asinfsing,acosb),
xp = (acosfcose,acoslsing, —asinb),
Xy = (—asinfsing,asinfcose,0),

E = x¢9-x9= a2,

F = x5-x4=0,

G = x4 -X4= a?sin? 6,
ds®* = a*df* + a®sin® 0 do*. (4.21)

a) Loxodromes b) Escher Drawing c) Aloe Polyphylla

There are many interesting curves on a sphere, but amongst these the loz-
odromes have a special role in history. A loxodrome is a curve that winds
around a sphere making a constant angle with the meridians. In this sense,
it is the spherical analog of a cylindrical helix and as such it is often called a
spherical helix. The curves were significant in early navigation where they are
referred as rhumb lines. As people in the late 1400’s began to rediscover that
earth was not flat, cartographers figured out methods to render maps on flat
paper surfaces. One such technique is called the Mercator projection which is
obtained by projecting the sphere onto a plane that wraps around the sphere
as a cylinder tangential to the sphere along the equator.

As we will discuss in more detail later, a navigator travelling a constant
bearing would be moving on a straight path on the Mercator projection map,
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but on the sphere it would be spiraling ever faster as one approached the poles.
Thus, it became important to understand the nature of such paths. It appears
as if the first quantitative treatise of loxodromes was carried in the mid 1500’s
by the portuguese applied mathematician Pedro Nunes, who was chair of the
department at the University of Coimbra.

As an application, we will derive the equations of loxodromes and compute
the arc length. A general spherical curve can be parametrized in the form
~v(t) = x(6(¢), #(t)). Let o be the angle the curve makes with the meridians
¢ = constant. Then, recalling that < xg,x4 >= F = 0, we have:

do d
'Y/ :X‘ga —|—X¢£

dt
do
coso = < X0,7 > = Ea :aﬁ.
xoll - Il vVESG ds

a?dh?* = cos® o ds?,
a’sin? o d#* = a? cos? o sin” 0 d¢?,
sino df = £ cososinf do,
csc df = £+ cot o do.

The convention used by cartographers, is to measure the angle 8 from the equa-
tor. To better adhere to the history, but at the same time avoiding confusion, we
replace 6 with ¢ = 5 — 6, so that ¥ = 0 corresponds to the equator. Integrating
the last equation with this change, we get

sect) d = +coto do

Intan(% 4+ Z) = L cot o(d — ¢o).
Thus, we conclude that the equations of loxodromes and their arc lengths are
given by

¢ = t(tano) Intan(¥ + I) + ¢o (4.22)
s =a(f — 0y) seco, (4.23)

where 6y and ¢y are the coordinates of the initial position. Figure 4.2 shows
four loxodromes equally distributed around the sphere.

Loxodromes were the bases for a number of beautiful drawings and woodcuts
by M. C. Escher. figure 4.2 also shows one more beautiful manifestation of
geometry in nature in a plant called Aloe Polyphylla. Not surprisingly, the
plant has 5 loxodromoes which is a Fibonacci number. We will show later un-
der the discussion of conformal (angle preserving) maps in section 5.2.2, that
loxodromes map into straight lines making a constant angle with meridians in
the Mercator projection (See Figure 5.9).

b) Surface of Revolution
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x = (rcosf,rsinb, f(r)),

x, = (cosf,sinb, f'(r)),
xp = (—rsind,rcosh,0),
E = x.-%x =1+ f?%@r),
F = x.-%x9=0,
G = xg-%X9=r12,
ds? = [14 [2(r)dr? + r2do®.

As in figure 4.6, we have chosen a Gaussian profile to illustrate a surface of
revolution. Since F' = 0 the parametric lines are orthogonal. The picture shows
that this is indeed the case. At any point of the surface, the analogs of meridi-
ans and parallels intersect at right angles.

Fig. 4.6: Surface of Revolution and Pseudosphere

¢) Pseudosphere

= (asinucoswv,asinusinv,a(cosu + In(tan g)),

X
E = d®cot?u,
F = =0
G = da®*sin’u,

ds® = a?cot’u du® + a®sin? u do?.

The pseudosphere is a surface of revolution in which the profile curve is a trac-
triz. The tractrix curve was originated by a problem posed by Leibnitz to the
effect of finding the path traced by a point initially placed on the horizontal
axis at a distance a from the origin, as it was pulled along the vertical axis by a
taught string of constant length a, as shown in figure 4.6. The tractrix was later
studied by Huygens in 1692. Colloquially this is the path of a reluctant dog
at (a,0) dragged by a man walking up the z-axis. The tangent segment is the
hypothenuse of a right triangle with base x and height va? — 22, so the slope
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is dz/dx = —v/a? — 22 /x. Using the trigonometric substitution « = asinu, we
get z = a [(cos? u/sinu) du, which leads to the appropriate form for the profile
of the surface of revolution. The pseudosphere was studied by Beltrami in 1868.
He discovered that in spite of the surface extending asymptotically to infinity,
the surface area is finite with S = 47wa? as in a sphere of the same radius, and
the volume enclosed is half that sphere. We will have much more to say about

CHAPTER 4. THEORY OF SURFACES

this surface.

d) Torus

Q0o

i~}

ds

e) Helicoid f) Catenoid

Fig. 4.7: Examples of Surfaces

((b+ acosu)cosv, (b+ acosu)sinv,asinu) (See 4.8),

2
’

a
0,
(b+ acosu)?,

a?du® + (b+ acosu)?dv?. (4.24)

e) Helicoid

Qo

™)

ds

(ucosv,usinv,av) Coordinate curves u = c. are helices.
L

0,

u? + a2,

du® + (u?* + a®)dv?. (4.25)

f) Catenoid

»

QN =

ds?

. 1 u - .
(ucosv, usinv, ccosh ™! —), This is a catenary of revolution.
c

du? + u?dv?, (4.26)
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g) Cone and Conical Helix
The equation z? = cot? oz(x2 + y2), represents a circular cone whose generator
makes an angle o with the z-axis. In parametric form,

x = (rcos¢,rsing,rcota),
E = c¢sc?a,
F = 0,
G = 7‘2,
ds> = csctadr? +r?de?. (4.27)

A conical helix is a curve 7(t) = x(r(t), ¢(t)), that makes a constant angle o
with the generators of the cone. Similar to the case of loxodromes, we have

A, d
=X, — + Xg——.
R TR T
coso = < X,y > = Eg = ﬂ
1% (- 1"l Ed ds

dt
E dr? = cos® o ds?,
csc? a dr? = cos® o(csc? o dr? + r?dg?),

csc? asin? o dr? = r? cos? o d¢?,
— dr = cot osina do.
r

Therefore, the equations of a conical helix are given by
r = cecotosinagd, (4.28)

As shown in figure 4.8, a conical helix projects into the plane as a logarithmic
spiral. Many sea shells and other natural objects in nature exhibit neatly such
conical spirals. The picture shown here is that of lobatus gigas or caracol pala,
previously known as strombus gigas. The particular one is included here with
certain degree of nostalgia, for it has been a decorative item for decades in our
family. The shell was probably found in Santa Cruz del Islote, Archipelago de
San Bernardo, located in the Gulf of Morrosquillo in the Caribbean coast of
Colombia. In this densely populated island paradise, which then enjoyed the
pulchritude of enchanting coral reefs, the shells are now virtually extinct as the
coral has succumbed to bleaching with rising temperatures of the waters. The
shell shows a cut in the spire which the island natives use to sever the columellar
muscle and thus release the edible snail.
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Fig. 4.8: Conical Helix.

4.3 The Second Fundamental Form

Let x = x(u®) be a coordinate patch on a surface M. Since x,, and x,, are
tangential to the surface, we can construct a unit normal n to the surface by
taking

X X Xy

n=-——. 4.29
o % ol (4.29)

v
u=const.
v=consl.
X(U,V y
u

Fig. 4.9: Surface Normal

Now, consider a curve on the surface given by u? = u”(s). Without loss
of generality, we assume that the curve is parametrized by arc length s so
that the curve has unit speed. Let e = {T,N,B} be the Frenet frame of the
curve. Recall that the rate of change VgW of a vector field W along the curve

— W

correspond to the classical vector w = ar, 80 VW is associated with the vector

dw. Thus the connection equation Ve = ew is given by

0 —kds 0
d[T,N,B] =[T,N,B] |kds 0 —7ds (4.30)
0 Tds 0.

Following ideas first introduced by Darboux and subsequently perfected by
Cartan, we introduce a new orthonormal frame f = {T,g,n,} adapted to the
surface, where at each point, T is the common tangent to the surface and to
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the curve on the surface, n is the unit normal to the surface and g = n x T.
Since the two orthonormal frames must be related by a rotation that leaves the
T vector fixed, we have f = eB, where B is a matrix of the form

1 0 0

B=10 cosf —sinf]|. (4.31)
0 sinf cos @

We wish to find Vf = fw. A short computation using the change of basis
equations W = B~ 'wB + B~1dB (see equations 3.48 and 3.51) gives:

0 —kcosfds —ksinfds
d[T,g,n] = [T,g,n] |kcosbhds 0 —Tds+df| (4.32)
| ksinfds  Tds—df 0
[0 —Kgds —kpds
=[T,g,n] |kyds 0 —Tgds |, (4.33)
| knds  Tgds 0

where:
Kn = ksinf is called the normal curvature,
kg = Kcost is called the geodesic curvature; K, = ryg the geodesic curvature
vector, and
Ty =T — df/ds is called the geodesic torsion.

We conclude that we can decompose T’ and the curvature s into their
normal and surface tangent space components (see figure 4.10)

T = K,n + Kyg, (4.34)

K? = K2+ /13. (4.35)

The normal curvature x,, measures the curvature of x(u®(s)) resulting from the
constraint of the curve to lie on a surface. The geodesic curvature s, measures
the “sideward” component of the curvature in the tangent plane to the surface.
Thus, if one draws a straight line on a flat piece of paper and then smoothly
bends the paper into a surface, the line acquires some curvature. Since the line
was originally straight, there is no sideward component of curvature so k4 = 0
in this case. This means that the entire contribution to the curvature comes
from the normal component, reflecting the fact that the only reason there is
curvature here is due to the bend in the surface itself. In this sense, a curve on a
surface for which the geodesic curvature vanishes at all points reflects locally the
shortest path between two points. These curves are therefore called geodesics
of the surface. The property of minimizing the path between two points is a
local property. For example, on a sphere one would expect the geodesics to be
great circles. However, travelling from Los Angeles to San Francisco along one
such great circle, there is a short path and a very long one that goes around
the earth.
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If one specifies a point p € M and a direc-
tion vector X, € T, M, one can geometrically
envision the normal curvature by considering
the equivalence class of all unit speed curves
in M that contain the point p and whose
tangent vectors line up with the direction of
X. Of course, there are infinitely many such
curves, but at an infinitesimal level, all these
curves can be obtained by intersecting the
surface with a “vertical” plane containing the
vector X and the normal to M. All curves in Fig. 4.10: Curvature
this equivalence class have the same normal
curvature and their geodesic curvatures vanish. In this sense, the normal cur-
vature is more of a property pertaining to a direction on the surface at a point,
whereas the geodesic curvature really depends on the curve itself. It might be
impossible for a hiker walking on the undulating hills of the Ozarks to find a
straight line trail, since the rolling hills of the terrain extend in all directions. It
might be possible, however, for the hiker to walk on a path with zero geodesic
curvature as long the same compass direction is maintained. We will come back
to the Cartan structure equations associated with the Darboux frame, but for
computational purposes, the classical approach is very practical.

Using the chain rule, we se that the unit tangent vector T to the curve is given
by

dx dx du® du®
=—=—— =X4——. 4.36
ds  du® ds x ds ( )
To find an explicit formula for the normal curvature we first differentiate equa-
tion (4.36)

dT
T = —
ds’

d du®

- %(XQEL

i(x )@+X d*u”
ds "% ds * ds2’

_ (dxiaﬁ)dui +x d*u®
T NduB ds’ ds * ds?
du® duP dPu®

*oBTgs ds T ds?
Taking the inner product of the last equation with the normal and noticing that
< Xq,n >=0, we get

kn = <T n>=<x n>duiM
n - 9 - Dtﬁ? dS dS 9
bagduo‘duﬁ
_ 4.37
Gapdu®dub’ (4.37)

where
baﬁ =< Xqp,0 > (438)
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4.3.1 Definition The expression
IT = bop du® @ du® (4.39)
is called the second fundamental form .

4.3.2 Proposition The second fundamental form is symmetric.

Proof In the classical formulation of the second fundamental form, the proof
is trivial. We have bog = bga, since for a C° patch x(u®), we have Xo3 = Xga,
because the partial derivatives commute. We will denote the coefficients of the
second fundamental form as follows:

e = by =<Xyu,n >,
= b12 =< Xyp; 1 >,
= b21 =< Xyyu, 1 >,

g = bao =< Xpp, 1 >,
so that equation (4.39) can be written as
IT = edu® + 2fdudv + gdv®. (4.40)

It follows that the equation for the normal curvature (4.37) can be written
explicitly as

17 edu® + 2 fdudv + gdv?
Ky, = - = : (4.41)
I  Edu?+ 2Fdudv + Gdv?

We should pointed out that just as the first fundamental form can be represented
as
I =< dx,dx >,

we can represent the second fundamental form as
Il =— <dx,dn > .

To see this, it suffices to note that differentiation of the identity, < x,,n >= 0,
implies that
< Xop D >= — < Xg,0g > .

Therefore,

<dx,dn> = < Xaduo‘,ngduﬁ >,
= < Xaduo‘,ngduﬁ >,
= < Xq,np > du®du,
= — <Xqp,0> du®du®,
—I1.
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4.3.3 Definition Directions on a surface along which the second fundamental
form

edu®+2f dudv+ g dv® =0 (4.42)

vanishes, are called asymptotic directions, and curves having these directions
are called asymptotic curves. This happens for example when there are straight
lines on the surface, as in the case of the intersection of the saddle z = xy with
the plane z = 0.

For now, we state without elaboration, that one can also define the third fun-
damental form by

I1I =< dn,dn >=< n,,ng > du“du”. (4.43)
From a computational point a view, a more useful formula for the coefficients

of the second fundamental formula can be derived by first applying the classical
vector identity

(AxB)-(CxD):‘g:g g:g', (4.44)

to compute

(Xu X Xy) - (Xy X Xy)s

— det Xy Xy Xyt Xy
Xy Xy Xy - Xy ’

%y X Xv||2

EG — F?. (4.45)
Consequently, the normal vector can be written as

Xy X Xy Xy X Xy

n= = .
Ixu X x|  VEG — F?

It follows that we can write the coefficients b, directly as triple products
involving derivatives of (x). The expressions for these coefficients are

(XuXoXuu)
VEG — F%’
(XuXoXuw)
VEG — F?’
(XuXpXpw)

g = Wiy ik (4.46)

4.3.4 Example Sphere
Going back to example 4.21, we have:
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xpp = (asinf cos ¢, —asin @ sin ¢, —a cos ),
Xgp = (—acosBsin g, acosf cos ¢,0),
Xpp = (—asinf cos ¢, —asinfsin ¢, 0),

n = (sin @ cos ¢, sin O sin ¢, cos ),

€ =Xgp N = —a,

f=x05 - n=0,

g =Xgpg N = —asin? 6,
1
IIZEI'

The first fundamental form on a surface measures the square of the distance
between two infinitesimally separated points. There is a similar interpretation
of the second fundamental form as we show below. The second fundamental
form measures the distance from a point on the surface to the tangent plane
at a second infinitesimally separated point. To see this simple geometrical
interpretation, consider a point xo = x(u§) € M and a nearby point x(u§ +
du®). Expanding on a Taylor series, we get

1
X(ug‘ + d“a) =Xp + (Xo)adua + §<Xo)a5duaduﬂ + ...

We recall that the distance formula from a point x to a plane which contains
Xo is just the scalar projection of (x —xg) onto the normal. Since the normal to
the plane at xg is the same as the unit normal to the surface and < x,,n >= 0,
we find that the distance D is

D = <x—xg,n>,
1
= 5 < (Xo)a67n > duaduﬁ,
1

= —Il.
5110

The first fundamental form (or, rather, its determinant) also appears in calculus
in the context of calculating the area of a parametrized surface. If one considers
an infinitesimal parallelogram subtended by the vectors x,du and x,dv, then
the differential of surface area is given by the length of the cross product of
these two infinitesimal tangent vectors. That is,

dS = |[|xu X Xy dudv,
//\/EGf F? dudv.

The second fundamental form contains information about the shape of the
surface at a point. For example, the discussion above indicates that if b =
|bag| = eg — f? > 0 then all the neighboring points lie on the same side of the
tangent plane, and hence, the surface is concave in one direction. If at a point
on a surface b > 0, the point is called an elliptic point, if b < 0, the point is
called hyperbolic or a saddle point, and if 6 = 0, the point is called parabolic.

S
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4.4 Curvature

The concept of curvature and its relation to the fundamental forms, con-
stitute the central object of study in differential geometry. One would like to
be able to answer questions such as “what quantities remain invariant as one
surface is smoothly changed into another?” There is certainly something in-
trinsically different between a cone, which we can construct from a flat piece
of paper, and a sphere, which we cannot. What is it that makes these two
surfaces so different? How does one calculate the shortest path between two
objects when the path is constrained to lie on a surface?

These and questions of similar type can be quantitatively answered through
the study of curvature. We cannot overstate the importance of this subject;
perhaps it suffices to say that, without a clear understanding of curvature,
there would be no general theory of relativity, no concept of black holes, and
even more disastrous, no Star Trek.

The notion of curvature of a hypersurface in R™ (a surface of dimension n —
1) begins by studying the covariant derivative of the normal to the surface. If the
normal to a surface is constant, then the surface is a flat hyperplane. Variations
in the normal are indicative of the presence of curvature. For simplicity, we
constrain our discussion to surfaces in R?, but the formalism we use is applicable
to any dimension. We will also introduce in the modern version of the second
fundamental form.

4.4.1 Classical Formulation of Curvature

The normal curvature k,, at any point on a surface measures the deviation
from flatness as one moves along a direction tangential to the surface at that
point. The direction can be taken as the unit tangent vector to a curve on
the surface. We seek the directions in which the normal curvature attains the
extrema. For this purpose, let the curve on the surface be given by v = v(u)
and let A = % Then we can write the normal curvature 4.41 in the form

- I e+ 2fA 4 gA\?
T T E42FA+ GN2

(4.47)

where IT* and I* are the numerator and denominator respectively. To find the
extrema, we take the derivative with respect to A and set it equal to zero. The
resulting fraction is zero only when the numerator is zero, so from the quotient
rule we get

I*(2f +2gX\) — IT*(2F + 2G)\) = 0.

It follows that,
I f4gA
T T FELGN

On the other hand, combining with equation 4.47 we have,

(e AL +9N) AN
T EFFN)+AMF+GN)  F+GA

(4.48)
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This can only happen if

A fHgx e+ fA
" F+G\N E4+FX

(4.49)

Equation 4.49 contains a wealth of information. On one hand, we can eliminate
Kn which leads to the quadratic equation for A

(Fg—gF)\? + (Eg — Ge)A + (Ef — Fe) = 0.

Recalling that A = dv/du, and noticing that the coefficients resemble minors of
a 3 x 3 matrix, we can elegantly rewrite the equation as

du?® —dudv dv?
E F G| =0. (4.50)
e f g

Equation 4.50 determines two directions ‘;—Z along which the normal curvature

attains the extrema, except for special cases when either b, = 0, or b,z and
gap are proportional, which would cause the determinant to be identically zero.
These two directions are called principal directions of curvature, each associated
with an extremum of the normal curvature. We will have much more to say
about these shortly.

On the other hand, we can write equations 4.49 in the form

(e = Ekn) + A(f — Fky) =0,
(f - Fﬁn) + )\(g - GKln) 0.

Solving each equation for A we can eliminate A instead, and we are lead to a
quadratic equation for k, which we can write as

e—FEk, f—Fky
f—Fk, g—Gky

’ =0. (4.51)
It is interesting to note that equation 4.51 can be written as

e f E Fl| _

i lF el

In other words, the extrema for the values of the normal are the solutions of
the equation

||ba,3 — Iinga,@’H =0. (4.52)

Had it been the case that g, = dnp, the reader would recognize this as a
eigenvalue equation for a symmetric matrix giving rise to two invariants, that
is, the trace and the determinant of the matrix. We will treat this formally in
the next section. The explicit quadratic expression for the extrema of k,, is

(EG — F)i}, — (Eg — 2F f + Ge)rp + (eg — f*) = 0.
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We conclude there are two solutions x; and ko such that

g — f*
K= KRi1kRg = m, (453)
and 1Eg—2Ff+G
g— + Ge
M = %(Iil + K?Q) = §M——G2 (454)

The quantity K is called the Gaussian curvature and M is called the mean
curvature. To understand better the deep significance of the last two equations,
we introduce the modern formulation which will allow is to draw conclusions
from the inextricable connection of these results with the linear algebra spectral
theorem for symmetric operators.

4.4.2 Covariant Derivative Formulation of Curvature

4.4.1 Definition Let X be a vector field on a surface M in R3 and let N
be the normal vector. The map L, given by

LX = -VxN, (4.55)

is called the Weingarten map. Some authors call this the shape operator. The
same definition applies if M is an n-dimensional hypersurface in R**1.

Here, we have adopted the convention to overline the operator V when it
refers to the ambient space. The Weingarten map is natural to consider, since it
represents the rate of change of the normal in an arbitrary direction tangential
to the surface, which is what we wish to quantify.

4.4.2 Definition The Lie bracket [X,Y] of two vector fields X and Y on a
surface M is defined as the commutator,

(X, Y]=XY -YX, (4.56)
meaning that if f is a function on M, then [X,Y](f) = X(Y'(f)) — Y(X(f)).

4.4.3 Proposition The Lie bracket of two vectors X, Y € 2 (M) is another
vector in 2" (M).
Proof If suffices to prove that the bracket is a linear derivation on the space

of C*° functions. Consider vectors X, Y € £ (M) and smooth functions f, g in
M. Then,

X Y](f+9) = XY(f+9)-YX(
Y () +Y(9) -Y(X
Y () =Y(X(f)+
X, YI(f) + X, Y](9),

9));
+ X(9)),

)
(Y(g)) — Y(X(9)),

[
sl

+
(f
X
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and
(X, Y](fg) = X(Y(fg)—Y(X(f9)),
= X[fY(9) +9Y ()] - Y[fX(9) +9X(f)],
X(NY(9)+ [X(Y(9) +X(9Y(f) + XY (),
=Y (f)X(9) — fF(Y(X(9)) —Y(9)X(f) — gY (X(f)),
= XY (9) — (Y(X(9)] + g[X(Y(f)) - Y(X(f))],
FIX,Y(g9) + g[X, Y](f)

4.4.4 Proposition The Weingarten map is a linear transformation on 2 (M).
Proof Linearity follows from the linearity of V, so it suffices to show that
L:X — LX maps X € Z (M) to a vector LX € 2 (M). Since N is the
unit normal to the surface, < N, N >= 1, so any derivative of < N, N > is 0.
Assuming that the connection is compatible with the metric,

Vx<N,N> = <VxN,>+<N,VxN >,
= 2<VxN,N >,
= 2<-LX,N>=0.

Therefore, LX is orthogonal to N; hence, it lies in 2" (M).

In the preceding section, we gave two equivalent definitions < dx,dx >,
and < X,Y > of the first fundamental form. We will now do the same for the
second fundamental form.

4.4.5 Definition The second fundamental form is the bilinear map

II(X,Y) =< LX,Y >. (4.57)

4.4.6 Remark The two definitions of the second fundamental form are con-
sistent. This is easy to see if one chooses X to have components x, and Y
to have components x3. With these choices, LX has components —n, and
II(X,Y) becomes bog = — < Xq,Ng >.

We also note that there is a third fundamental form defined by

III(X,Y) =< LX,LY >=< L*X,Y > . (4.58)

In classical notation, the third fundamental form would be denoted by <
dn,dn >. As one would expect, the third fundamental form contains third
order Taylor series information about the surface.

4.4.7 Definition The torsion of a connection V is the operator T such that
vX,Y,
T(X,Y)=VxY —-VyX —[X,Y]. (4.59)
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A connection is called torsion-free if T(X,Y) = 0. In this case,
VxY - VyX =[X,Y].

We will elaborate later on the importance of torsion-free connections. For the
time being, it suffices to assume that for the rest of this section, all connections
are torsion-free. Using this assumption, it is possible to prove the following
important theorem.

4.4.8 Theorem The Weingarten map is a self-adjoint endomorphism on
Proof We have already shown that L : M — 2 M is a linear map.
Recall that an operator L on a linear space is self-adjoint if < LX)Y >=<
X, LY >, so the theorem is equivalent to proving that the second fundamental
form is symmetric (II[X,Y] = II[Y, X]). Computing the difference of these
two quantities, we get

II(X,Y)-II(Y,X) = <LX,Y>—<LY,X >,
= <-VxN,Y>—-<-VyN, X >.

Since < X, N >=< Y,N >= 0 and the connection is compatible with the
metric, we know that

< -VxN,Y> = <N,VxY >,
< -VyN,X> = <N,VyX >,
hence,
II(X,Y)—1I(Y,X) = <N,VyX>—<N,VxY >,
= <N,va—va >,
= < N,[X,Y] >,
0 (iff [X,Y]eT(M)).

The central theorem of linear algebra is the spectral theorem. In the case of
real, self-adjoint operators, the spectral theorem states that given the eigenvalue
equation for a symmetric operator

LX = kX, (4.60)

on a vector space with a real inner product, the eigenvalues are always real and
eigenvectors corresponding to different eigenvalues are orthogonal. Here, the
vector spaces in question are the tangent spaces at each point of a surface in R?,
so the dimension is 2. Hence, we expect two eigenvalues and two eigenvectors:

LX1 = /€1X1 (461)
LX2 = KZQXQ. (462)

4.4.9 Definition The eigenvalues k1 and ko of the Weingarten map L are
called the principal curvatures and the eigenvectors X; and X are called the
principal directions.
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Several possible situations may occur, depending on the classification of the
eigenvalues at each point p on a given surface:

1. If k1 # ko and both eigenvalues are positive, then p is called an elliptic
point.

2. If k1Ko < 0, then p is called a hyperbolic point.
3. If k1 = Ko # 0, then p is called an umbilic point.
4. If k1 ko = 0, then p is called a parabolic point.

It is also known from linear algebra, that in a vector space of dimension two,
the determinant and the trace of a self-adjoint operator are the only invari-
ants under an adjoint (similarity) transformation. Clearly, these invariants are
important in the case of the operator L, and they deserve special names. In
the case of a hypersurface of n-dimensions, there would n eigenvalues, counting
multiplicities, so the classification of the points would be more elaborate

4.4.10 Definition The determinant K = det(L) is called the Gaussian cur-
vature of M and H = 3Tr(L) is called the mean curvature .

Since any self-adjoint operator is diagonalizable and in a diagonal basis the
matrix representing L is diag(k1, k2), if follows immediately that

K = K1k,

H = %(Fél + K)Q). (463)

An alternative definition of curvature is obtained by considering the unit
normal as a map N : M — S2, which maps each point p on the surface M, to
the point on the sphere corresponding to the position vector N,. The map is
called the Gauss map.

4.4.11 Examples
1. The Gauss map of a plane is constant. The image is a single point on S2.
2. The image of the Gauss map of a circular cylinder is a great circle on S2.

3. The Gauss map of the top half of a circular cone sends all points on the
cone into a circle. We may envision this circle as the intersection of the
cone and a unit sphere centered at the vertex.

4. The Gauss map of a circular hyperboloid of one sheet misses two an-
tipodal spherical caps with boundaries corresponding to the circles of the
asymptotic cone.

5. The Gauss map of a catenoid misses two antipodal points.

The Weingarten map is minus the derivative IV, = dN of the Gauss map. That
is, LX = —N,(X).
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4.4.12 Proposition Let X and Y be any linearly independent vectors in
2 (M). Then

LX xLY = K(XXxY),
(LXXxY)+ (X xLY) = 2H(X xY). (4.64)
Proof Since LX,LY € Z (M), they can be expressed as linear combinations
of the basis vectors X and Y.

LX = aX+bhY,
LY = a2X+b2Y.

computing the cross product, we get

LXxLY = | @ "lyyy
az by
= det(L)(X xY).
Similarly
(LXXY)+ (X xLY) = (a1+b)(X xY),
= Tr(L)(X xY),
(2H)(X xY).
4.4.13 Proposition
_ eg—f?
K = e
1Eg—2Ff+eG
H = - ————— 4.
2  EG-F? (4.65)

Proof Starting with equations (4.64), take the inner product of both sides
with X x Y and use the vector identity (4.44). We immediately get

’<LX,X> <LXY > ‘

<LY,X> <LX X>
K = : (4.66)
‘<XX> <KY>‘

<Y, X> <Y Y>

<LX, X> <LX)Y > <X, X> <X)Y>
<Y, X > <Y,Y > <LY, X > <LY)Y >
<X, X> <X Y>
<Y, X> <YY>

2H:‘

‘ . (4.67)

The result follows by taking X = x, and Y = x,. Not surprisingly, this is
in complete agreement with the classical formulas for the Gausssian curvature
(equation 4.53) and for the mean curvature (equation 4.54.



4.4. CURVATURE 119

If we denote by g and b the matrices of the fundamental forms whose compo-
nents are g,g and b, respectively, we can write the equations for the curvatures
as:

K = det <Z> — det(gb), (4.68)

2H = Tr (S) = Tr(g~'b) (4.69)

4.4.14 Example Sphere

From equations 4.21 and 4.3 we see that K = 1/a? and H = 1/a. This is totally
intuitive since one would expect k1 = k3 = 1/a because the normal curvature
in any direction should equal the curvature of great circle. This means that
a sphere is a surface of constant curvature and every point of a sphere is an
umbilic point. This is another way to think of the symmetry of the sphere in
the sense that an observer at any point sees the same normal curvature in all
directions.

The next theorem due to Euler gives a characterization of the normal curvature
in the direction of an arbitrary unit vector X tangent to the surface M at a
given point.

4.4.15 Theorem (Euler) Let X; and Xs be unit eigenvectors of L and let
X = (cos0) X1 + (sin6)X5. Then

I1(X,X) = ky cos? 0 + rysin? 6. (4.70)

Proof Simply compute II1(X,X) =< LX,X >, using the fact the LX; =
k1X1 , LXo = ko Xo, and noting that the eigenvectors are orthogonal. We get

<LX, X > = < (cos0)r1 X1+ (sinf)raXa, (cosf)X; + (sinf)Xo >
= K1cos20 < X1,X1 > +rosin® 0 < Xy, Xo >

= k008?06 + Kosin? .

4.4.16 Theorem The first, second and third fundamental forms satisfy the
equation

IIT—2HII+KI=0 (4.71)

Proof The proof follows immediately from the fact that for a symmetric 2
by 2 matrix A, the characteristic polynomial is k? — tr(A)x + det(A4) = 0, and
from the Cayley-Hamilton theorem stating that the matrix is annihilated by its
characteristic polynomial.
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Fig. 4.11: Surface Frame.

4.5 Fundamental Equations

4.5.1 Gauss-Weingarten Equations

As we have just seen for example, the Gaussian curvature of sphere of radius
a is 1/a®. To compute this curvature we had to first compute the coefficients
of the second fundamental form, and therefore, we first needed to compute
the normal to the surface in R3. The computation therefore depended on the
particular coordinate chart parametrizing the surface.

However, it would reasonable to conclude that the curvature of the sphere
is an intrinsic quantity, independent of the embedding in R3. After all, a
“two-dimensional” creature such as ant moving on the surface of the sphere
would be constrained by the curvature of the sphere independent of the higher
dimension on which the surface lives. This mode of thinking lead the brilliant
mathematicians Gauss and Riemann to question if the coefficients of the second
fundamental form were functionally computable from the coefficients of the first
fundamental form. To explore this idea, consider again the basis vectors at each
point of a surface consisting of two tangent vectors and the normal, as shown in
figure 4.11. Given a coordinate chart x(u®), the vectors x, live on the tangent
space, but this is not necessarily true for the second derivative vectors x.g.
Here, x(u®) could refer to a coordinate patch in any number of dimensions, so
all the tensor index formulas that follow, apply to surfaces of codimension 1
in R™. The set of vectors {x,,n} constitutes a basis for R™ at each point on
the surface, we can express the vectors x,g as linear combinations of the basis
vectors. Therefore, there exist coefficients I'? 5 and c,g such that,

Xap = ) g%y + Capn. (4.72)

Taking the inner product of equation 4.72 with n, noticing that the latter is a
unit vector orthogonal to x, we find that c,3 =< x,3,1n >, and hence these are
just the coefficients of the second fundamental form. In other words, equation
4.72 can be written as

XoB = Fzﬁ)mY + bopn. (4.73)

Equation 4.73 together with equation 4.76 below, are called the formulee of
Gauss. The covariant derivative formulation of the equation of Gauss follows
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in a similar fashion. Let X and Y be vector fields tangent to the surface. We
decompose the covariant derivative of Y in the direction of X into its tangential
and normal components

VxY =VxY + h(X,Y)N
But then,

h(X,Y) =< VxY,N >,
=— <Y, VxN >,
=— <Y,LX, >,
= - <LX,Y >,
=T1I(X,Y).

Thus, the coordinate independent formulation of the equation of Gauss reads
VxY =VxY +II(X,Y)N. (4.74)

The quantity VxY represents a covariant derivative on the surface, so in that
sense, it is intrinsic to the surface. If a(s) is a curve on the surface with tangent
T = o/(s), we say that a vector field Y is parallel-transported along the curve
if VoY = 0. This notion of parallelism refers to parallelism on the surface, not
the ambient space. To illustrate by example, Figure 4.12 shows a vector field
Y tangent to a sphere along the circle with azimuthal angle § = 7/3. The
circle has unit tangent T' = /(s), and at each point on the circle, the vector Y’
points North. To the inhabitants of the sphere, the vector Y appears parallel-
transported on the surface along the curve, that is VoY = 0. However, Y is
clearly not parallel-transported in the ambient R3 space with respect to the
connection V.

The torsion 7" of the connection V is defined exactly
as before (See equation 4.59).

T(X,Y)=VxY - VyX — [X,Y].

Also, as in definition 3.14, the connection is compat-
ible with the metric on the surface if

Vx <Y, Z>=<VxY,Z>+<Y,VxZ >. Fig. 4.12:

A torsion-free connection that is compatible with the
metric is called a Levi-Civita connection.

4.5.1 Proposition A Levi-Civita connection preserves length and angles
under parallel transport.
Proof Let T = &/(t) be tangent to curve a(T), and X and Y be parallel-
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transported along «. By definition, V7 X = V7Y = 0. Then

Vr <X, X >=<Vr X X>4+<X,VprX >,
=2<VrX, X >=0,
= || X || = constant.

Vr < X)Y >=<VrX,)Y >+ < X, V7Y >=0,
=< X,Y >=constant.  So,

P <X, Y > tant
cos) = ————— = constant.
X1 - 1Yl
If one takes {e,} to be a basis of the tangent space, the components of the
connection in that basis are given by the familiar equation

Veaeﬁ = I—Walgefy.
The I'’s here are of course the same Christoffel symbols in the equation of Gauss

4.73. We have the following important result:

4.5.2 Theorem In a manifold {M, g} with metric g, there exists a unique
Levi-Civita connection.

The proof is implicit in the computations that follow leading to equation
4.76, which express the components uniquely in terms of the metric. The entire
equation (4.73) must be symmetric on the indices af, since Xqop = Xgq, SO
I‘Zﬁ =T zﬁ is also symmetric on the lower indices. These quantities are called
the Christoffel symbols of the first kind. Now we take the inner product with
X, to deduce that

< X, Xg > = I’Zﬁ < Xy,Xg >,
= Flﬁg’yﬂ7
= Paﬁa;

where we have lowered the third index with the metric on the right hand side
of the last equation. The quantities I'yg, are called Christoffel symbols of the
second kind. Here we must note that not all indices are created equal. The
Christoffel symbols of the second kind are only symmetric on the first two
indices. The notation I'yg, = [a3, 0] is also used in the literature.

The Christoffel symbols can be expressed in terms of the metric by first
noticing that the derivative of the first fundamental form is given by (see equa-
tion 3.34)

Jav,8 = W < Xoy Xy >,
=< Xag, Xy > + < Xq,Xy8, >,
= Lapy +1pa-
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Taking other cyclic permutations of this equation, we get

Joy,8 = Lapy +T'ypa,
9pv.a = Lapy + Tyap,
9ap.y = Laryp + Typa-
Adding the first two and subtracting the third of the equations above, and

recalling that the I'’s are symmetric on the first two indices, we obtain the
formula

1
Lapy = §(gavﬂ + 9By.a — JaBy)- (4.75)
Raising the third index with the inverse of the metric, we also have the follow-

ing formula for the Christoffel symbols of the first kind (hereafter, Christoffel
symbols refer to the symbols of the first kind, unless otherwise specified.)

o 1 o
s = 597" (9ar.6 + Iov.a = Gap.a)- (4.76)

The Christoffel symbols are clearly symmetric in the lower indices

ap =TG- (4.77)
Unless otherwise specified, a connection on {M, g} refers to the unique Levi-
Civita connection.
We derive a well-known formula for the Christoffel symbols for the case
I'*op. From 4.76 we have:

1
aB = QQM(ga%ﬁ + 98v.0 — GaBy)-

On the other hand,
979870 = 97 Gap

as can be seen by switching the repeated indices of summation « and o, and
using the symmetry of the metric. The equation reduces to

1
aB = §ga79a%ﬂ

Let A be the cofactor transposed matrix of g. From the linear algebra formula
for the expansion of a determinant in terms of cofactors we can get an expression
an expression for the inverse of the metric as follows:

det(g) = gay A",

0det(g) _ fo
9o ’
A
ay _
77 det(g)’
1 Odet(g)
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so that
o« _ 1 Odet(g) O
° = 2det(g) Ogay OuPI
1 0

T ety 5 1@ (4.78)

Using this result we can also get a tensorial version of the divergence of the
vector field X = v%e,, on the manifold. Using the classical covariant derivative
formula 3.25 for the components v®, we define:

DivX =V X =0, (4.79)
We get

DivX = v, +1%~ v7,
0

L1 D
= ou " T Tdet(g) aur I

_ d;(g) E%wmm (4.80)

If f is a function on the manifold, df = f s du” so the contravariant components
of the gradient are

(VH*=9*fp. (4.81)

Combining with equation above, we get a second order operator

Af = Div(Gradf)

_ /ot (g)g"

The quantity A is called the Laplace-Beltmmi operator on a function and it
generalizes the Laplacian of functions in R™ to functions on manifolds.

4.5.3 Example Laplacian in Spherical Coordinates
The metric in spherical coordinates is ds? = dr? + r2 df? 4+ r2sin? 0 d¢?, so

10 0 1 0 0
Gop = |0 12 0 , g*? =10 5 0 , det(g) = r? sin 6.
0 0 r?sin’f 0 0 ==y
The Laplace-Beltrami formula gives
1 IS} 10f 22 af i 33 Of
A= i, {au (Vdetg g 570) + 53 (Vaetg 67 5.5) + 55 (Vdetg g 811,3)]’
_ 1 24n09fy 4 9,2 iﬂ 9 2 1 of
= 2sind [8T(T sin070) + 89( 05500 T ae 0 marg as) |
1

_ 10 (.0f 9 (4nodf L2
= 2o (T 6r>+r251n989< "% ) T 2 sin?0 067
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The result is the same as the formula for the Laplacian 3.9 found by differential
form methods.

4.5.4 Example
As an example we unpack the formula for T'l;. First, note that det(g) =
llgasll = EG — F2. From equation 4.76 we have

1
Fh = 59”(917,1 + 9141 — 911,7)7

1

= 59”(2917,1 - 911,7)7

= %[911(2911,1 —g111)+ 912(2912,1 —9g11.2)],
- 1
~ 2det(g)
_ GE, —-2FF,+ FE,
N 2(EG — F?)

(GE, — F(2F, — FE,)],

Due to symmetry, there are five other similar equations for the other I'’s. Pro-
ceeding as above, we can derive the entire set.

1 _ GEu—2FF, + FE, 2 _ 2BF, — EE, — FE,
U 2(BEG - F?) e 2(EG — F?2)
1 _ GE,— FG, 2. _ BGu—FE,
127 9(EG - F?) 127 9(EG - F?)
2GF, — GG, — FG EG, —2FF, + FG
I, = i C d rz, = —- o <. 4.83
2 2(EG — F?) 22 2(EG — F?) (4.83)

They are a bit messy, but they all simplify considerably for orthogonal systems,
in which case F' = 0. Another reason why we like those coordinate systems.

4.5.5 Example Harmonic functions.
A function h on a surface in R? is called harmonic if it satisfies:

Ah=0. (4.84)

Noticing that the matrix components of the inverse of the metric are given by

g*f = @ {_GF EF} (4.85)

we get immediately from 4.82; the classical Laplace-Beltrami equation for sur-
faces,

A 1 {a [Gh,u—Fh,v} +g [Eh,v —Fh,u]}_o (4.86)
- VEG —F?2 | Ou | VEG — F? o | VEG—-F2|) ’
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If the coordinate patch is orthogonal so that F' = 0, the equation reduces to:

vaon] o [VEan
JE du JG v

If in addition E = G = A\? so that the metric has the form,

9
ou

0

ds* = \? (du? + dv?), (4.88)
then,
1 [0%h  0%h

Hence, A%h = 0 is equivalent to V2h = 0, where V? is the Euclidean Lapla-
cian. (Please compare to the discussion on the isothermal coordinates example
4.5.14.) Two metrics that differ by a multiplicative factor are called conformally
related. The result here means that the Laplacian is conformally invariant un-
der this conformal transformation. This property is essential in applying the
elegant methods of complex variables and conformal mappings to solve physical
problems involving the Laplacian in the plane.

For a surface z = f(x,y), which we can write as a Monge patch x =<
z,y, f(z,y) >, we have E =1+ f2 F = 2f,f, and G = 1 + fy2:O. A short
computation shows that in this case, the Laplace-Beltrami equation can be
written as, (compare to equation 5.43)

PR S N IR /S 2 R P B

S\ |\ ivnrn] W\ iipes

or in terms of the Euclidean R? del operator V =< 8%’ 3% >,

— |+ | —2L—| =0
S| i+p2+52] |\ 1+52+8
Vf

(4.90)

VIV

4.5.2 Curvature Tensor, Gauss’s Theorema Egregium

A fascinating set of relations can be obtained simply by equating xg s =
Xgs~- First notice that we can also write n, in terms of the frame vectors. This
is by far easier since < n,n >= 1 implies that < n,,n >= 0, so n, lies on the
tangent plane and it is therefore a linear combination the tangent vectors. As
before, we easily verify that the coefficients are the second fundamental form
with a raised index

n, = —blx,. (4.91)
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These are called the formulee of Weingarten.

Differentiating the equation of Gauss and recursively using the formulas of
Gauss 4.73 and Weingarten 4.91 to write all the components in terms of the
frame, we get

Xgs = thgxa + b/g(gn,
Xpsy = I35y Xa + TgsXay + bgsym + bgsny
=T35-%a +'Gs [I‘" Xy + bayn] + bgs 0 — bpsbXa
Xgoy = (35 + DTy — bpsbT1%a + [[sbay + bpsy]m, (4.92)
XBys = [Fﬁ’y Fy + FB'Y us b/jfyb(;]xa [Fg,yboas + bg%(s]n. (493)
The last equation above was obtained from the preceding one just by permut-

ing § and . Subtracting that last two equations and setting the tangential
component to zero we get

Raﬂ,ﬂ; = bﬁéb,o; - bﬁrybg, (494)
where the components of the Riemann tensor R are defined by
RG.s =TGs, —T5y6+ I‘géff‘m — Pg,yrg#. (4.95)

Technically we are not justified at this point in calling R a tensor since we have
not established yet the appropriate multi-linear features that a tensor must
exhibit. We address this point in a later chapter. Lowering the index above we
get

Rapgys = bgsbay — bgybas. (4.96)

4.5.6 Theorema egregium Let M be a smooth surface in R?. Then,

Ri212
= . 4.
det(g) (4.97)

Proof Let a =+ =1 and = § = 2 above. The equation then reads

Ry212 = baobi1 — bay b1,
= (eg — [?),
= K(EF - G?),
= K det(g)

The remarkable result is that the Riemann tensor and hence the Gaussian
curvature does not depend on the second fundamental form but only on the
coefficients of the metric. Thus, the Gaussian curvature is an intrinsic quan-
tity independent of the embedding, so that two surfaces that have the same
first fundamental form have the same curvature. In this sense, the Gaussian
curvature is a bending invariant!
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Setting the normal components equal to zero gives
g&ba'y — Fg,yba,s +bgsy — bgy,s =0 (4.98)

These are called the Codazzi (or Codazzi-Mainardi) equations.

Computing the Riemann tensor is labor intensive since one must first obtain
all the non-zero Christoffel symbols as shown in the example above. Consid-
erable gain in efficiency results from a form computation. For this purpose,
let {e1,eq,e3} be a Darboux frame adapted to the surface M, with e3 = n.
Let {0,02,03} be the corresponding orthonormal dual basis. Since at every
point, a tangent vector X € TM is a linear combination of {e1,es}, we see
that 62(X) = 0 for all such vectors. That is, §> = 0 on the surface. As a
consequence, the entire set of the structure equations is

dot = —wh, A 62, (4.99)
do* = —w?3 N6, (4.100)
do® = —w3 NOY — W AN 02 =0, (4.101)
dwty = —wh AW, Gauss Equation (4.102)
dwl = —wh AW, Codazzi Equations (4.103)
dw? = —wi AWl (4.104)

The key result is the following theorem

4.5.7 Clurvature form equations

dw', = K 0" N 62, (4.105)
W A2+ Wi A0 = —2H 0 A 62 (4.106)

Proof By applying the Weingarten map to the basis vector {e;,es} of T M,
we find a matrix representation of the linear transformation:

Le; = =V, e3 = —wl?,(el)el - (.d23(61)62,

Ley = —Ve,e3 = —wi(ez)er — wi(ea)3s.

Recalling that w is antisymmetric, we find:

K = det(L) = ~[w}(e)w (e2) — whea)wh(er)),
= —(wlg A W32>(€1’ 62),
= dwlz(el, €2).

Hence
dw12 = K6 A 62
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Similarly, recalling that 6'(e;) = &}, we have

(w13 AB% + w32 A 01)(61, es) = wlg(el) - w32(62),
= wh(er) +wi(e),
= Tr(L) = —2H

4.5.8 Definition A point of a surface at which K = 0 is called a planar
point. A surface with K = 0 at all points is called a flat or Gaussian flat
surface. A surface on which H = 0 at all points is called a minimal surface.

4.5.9 Example Sphere Since the first fundamental form is I = a2 d6? +
a?sin’ 0 d¢?, we have

o' = ado,
0? = asinf dg,
d6* = acos 0 df A dg,
= —cosfdp Ao = —wi NO,
w? =cosfdp = —w,
1
dw', = sinfdf A dop = e (adf) A (asinfde),
Lot pe
K=t

a2

4.5.10 Example Torus
Using the the parametrization (See 4.24),

x = ((b+ acosf)cos ¢, (b+ acosb)sin ¢, asinb),

the first fundamental form is

ds* = a*df* + (b + acos0)?dg?.
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Thus, we have:

0! = adb,

6? = (b+ acosf) dg,
d0? = —asin0do A do,
sinf@do A0 = —w? A6,

Wy = —sinfdp = —wh,
duy = cos0dh A d — — 0 (4a8) A [(a+ beos6) dg]
a(b+ acos0) ’
cos 6
e — Y
a(b+ acos0) ’
cos
K=————.
a(b+ acosf)
This result makes intuitive sense.
. . 1 .
When 6 = 0, the points lie on the outer equator, so K = ——— > 0 is the
a(b+ a)

product of the curvatures of the generating circle and the outer equator circle.
The points are elliptic.

When 6 = 7/2, the points lie on the top of the torus, so K = 0 . The points
are parabolic.

-1
When 6 = m, the points lie on the inner equator, so K = (bi) < 0 is the
a(b—a
product of the curvatures of the generating circle and the inner equator circle.
The points are hyperbolic.

4.5.11 Example Orthogonal parametric curves

The examples above have the common feature that the parametric curves are
orthogonal and hence F' = 0. Using the same method, we can find a general
formula for such cases. Since the first fundamental form is given by

I = Edu® + Gdv?.
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We have:

= \/Edu,
= \/édv,
do' = (VE), dv A du = —(VE), du A dv,
_WE),
VG
d6? = (VG)y du A dv=—(VG),dv A du
= (@“ dv A\ 6% = —w? A6,
B, (VO
? \F vVE
dwt, = 2 (\;%C)«j A dv +<\1ﬁ83{> dv A du,
1

1 o (1 ovG), o (1 avE
VEG |0u \ VE Ou dv \ /G Ov
Therefore, the Gaussian Curvature of a surface mapped by a coordinate patch
in which the parametric lines are orthogonal is given by:

1

1 [a(1oeve) o (1 ovE
VEG |0u \ VE Ou ov \ /G Ov
Again, to connect with more classical notation, if a surface described by a

coordinate patch x(u,v) has first fundamental for given by I = E du? + G dv?,
then

du A 6? = —wh)y A O

dv

o' A 62

(4.107)

dx = x,, du + x,, dv,

:\F FE du \F\/adv,

x
%01 L} 62,
dx =e; 91 + e 92, (4.108)
where
X'LL XU
e = €y =

ek
Thus, when the parametric curves are orthogonal, the triplet {e1,es,e3 = n}
constitutes a moving orthonormal frame adapted to the surface. The awkward-
ness of combining calculus vectors and differential forms in the same equation
is mitigated by the ease of jumping back and forth between the classical and
the modern formalism. Thus, for example, covariant differential of the normal
in 4.104 can be rewritten without the arbitrary vector in the operator LX as
shown:
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ﬁxeg :wlg(X) e1 +w23(X) €g, (4109)
de3 =€ w13 + e w23 = 0, (4110)

The equation just expresses the fact that the components of the Weingarten
map, that is, the second fundamental form in this basis, can be written as some
symmetric matrix given by:

wls =160 +m 62,

w3 =m o' +n 6% (4.111)
If F =1, we say that the metric
ds* = du® + G(u,v)dv?, (4.112)

is in geodesic coordinates. In this case, the equation for curvature reduces even

further to: ,
K= \lﬁaaa\?' (4.113)
u

The case is not as special as it appears at first. The change of parameters
u
o = / VE du
0

results on di? = E du?, and thus it transforms an orthogonal system to one with
E = 1. The parameters are reminiscent of polar coordinates ds? = dr? +r? d¢?.
Equation 4.113 is called Jacobi’s differential equation for geodesic coordinates.

A slick proof of the theorema egregium can be obtained by differential forms.
Let F: M — M be an isometry between two surfaces with metrics g and g
respectively. Let {e,} be an orthonormal basis for dual basis {§*}. Define
€q = Fie,. Recalling that isometries preserve inner products, we have

< €q,€p >=< Fieq, Freg >=<eq,e8 >= dag.

Thus, {é,} is also an orthonormal basis of the tangent space of M. Let 6
be the dual forms and denote with tilde’s the connection forms and Gaussian
curvature of M.

4.5.12 Theorem (Theorema egregium)

a) F*0, = 0.,

b) F*@% = wg,

¢) F*K = K.
Proof

a) It suffices to show that the forms agree on basis vectors. We have
F*éa(eﬂ) = éa(F*eﬂ)v
= éa (€s),
= 0%,
= 0(eg).
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b) We compute the pull-back of the first structure equation in M:
dg* + &% N7 =0,
F*df* + F*@% A F*0° =0,
9> + F*@% N6 =0,
The connection forms are defined uniquely by the first structure equation, so

F*waﬂ =w%g

¢) In a similar manner, we compute the pull-back of the curvature equation:

F*dot, = (F*K) F*0' A F*62,
dF*&'y = (F*K) F*0* A F*6,
dw'y = (F*K) 6' A 62,

So again by uniqueness, F*K = K.

4.5.13 Example Catenoid - Helicoid

Perhaps the most celebrated manifestation of the theorema egregium, is that
of mapping between a helicoid M and a catenoid M . Let a = ¢, and label the
coordinate patch for the former as x(u®) and y(@®) for the latter. The first
fundamental forms are given as in 4.25 and 4.26.

ds® = du® + (u* + a®) dv?, E=1, G=u*>+d°
a2 with 2

da? + @? dv? F=—— G=4

2
dS =
— a2 a2 — a2’

ﬂQ

Let F : M — M be the mapping y = Fx, defined by 4% = u? + a? and ¥ = .
Since @ dit = v du, we have 42 di? = u? du? which shows that the mapping
preserves the metric and hence it is an isometry. The Gaussian curvatures K
and K follow from an easy computation using formula 4.107.

2

_1 8 a a
= —— | = 2 2y ¢

K \/mau (au m) (uz +a2)2’ (4114)
w2 — a? =5 _ 2 2

S (V) .

a2 ou a*’

K:— =

u

It is immediately evident by substitution that as expected F*K = K. Figure
4.13 shows several stages of a one-parameter family M; of isometries deforming
a catenoid into a helicoid. The one-parameter family of coordinate patches
chosen is

z; = (cost)x + (sint)y (4.116)
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Fig. 4.13: Catenoid - Helicoid isometry

Writing the equation of the coordinate patch z; in complete detail, one can
compute the coefficients of the fundamental forms and thus establish the family
of surfaces has mean curvature H independent of the parameter ¢, and in fact
H = 0 for each member of the family. We will discuss at a later chapter the
geometry of surfaces of zero mean curvature.

4.5.14 Example Isothermal coordinates.
Consider the case in which the metric has the form

ds* = \? (du® + dv?), (4.117)

so that E = G = A2, F = 0. A metric in this form is said to be in isothermal
coordinates. Inserting into equation 4.107, we get

1[0 (1) 0 (10
T2 | Ou \ )\ du Ov\Aov )|’
1[0 o o 0

Hence,

1
K= fﬁv%ln)\). (4.118)

The tantalizing appearance of the Laplacian in this coordinate system gives
an inkling that there is some complex analysis lurking in the neighborhood.
Readers acquainted with complex variables will recall that the real and imag-
inary parts of holomorphic functions satisfy Laplace’s equations and that any
holomorphic function in the complex plane describes a conformal map. In an-
ticipation of further discussion on this matter, we prove the following:

4.5.15 Theorem Define the mean curvature vector H = Hn. If x(u,v) is
an isothermal parametrization of a surface, then

Xyu + Xpp = 202H. (4.119)

Proof Since the coordinate patch is isothermal, £ = G = A2 and F = 0.
Specifically, we have < X,,X, >=< X,,X, >, and < x,,x, >= 0. Differentia-
tion then gives:
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< Xyuy Xy > =< Xy, Xyy >,
= — < Xypp, Xy >,

< Xyu + Xy, Xy > = 0.
In the same manner,

< Xyoy Xy > =< Xy, Xy >,
= — < Xyu; Xy >,

< Xyu + Xpw, Xy > = 0.

If follows that Xy, + X, is orthogonal to the surface and points in the direction
of the normal n. On the other hand,

Eg+Ge

2FEG = H,
gt+e
2x2
e+g=2\H,

< Xyu + Xpp, 1 > = 202 H,
Xy + Xop = 207H.



Chapter 5

Geometry of Surfaces

5.1 Surfaces of Constant Curvature

5.1.1 Ruled and Developable Surfaces

We present a brief discussion of surfaces of
constant curvature K = 0. since K = kiko, a sur-
face with zero Gaussian curvature at each point
must have a principal direction with zero normal
curvature, that is, either k& = 0 or ky = 0. It
is therefore a necessary condition for a surface to
have K = 0, that at each point there be a prin-
cipal direction which is a straight line. A surface
having this property of containing a straight line
or segment of a straight line at each point is called
a ruled surface. We may think of a ruled surface as a surface generated by the
motion of a straight line. Given a point p on a ruled surface, let «(t) be a
curve with «(0) = p, and let X (¢) be a unit vector field on the curve and point-
ing along the lines at their intersection points with the curve. On can then
parametrize the surface near p by a coordinate patch

y(t,v) = a(t) + vX (1),
as shown in the figure.

Having a straight line passing through each point in the surface is a necessary
but not sufficient condition to ensure that K = 0, as illustrated by the following
examples:

1) Saddle. Consider the saddle z = xy which is trivially parametrized by
the coordinate patch y(u,v) = (u, v, uv). The patch can be written as y(u,v) =
(u,0,0) +v(0,1,u) or as y(u,v) = (0,v,0) + u(1,0,v), so that the surface is
doubly-ruled as shown in figure 5.1(a). The rulings are the coordinate curves
u= constant, and v= constant. This neat fact is reflected in some architectural
designs of simple structures with roofs made of straight slabs arranged in the

136
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shape of a hyperbolic paraboloid. A short computation gives
K = _(1 +u2 +’U2)_2 — _(1 —‘r.’EQ +y2)—2

2) Hyperboloid. A common calculus example of a doubly ruled surface
is given by circular hyperboloids of one sheet. Consider the circle a(u) =
(cosu,sinu,0), and the vector field X (u) = & + k which points at a constant
skew angle w/4. Then the (z,y, z) coordinates in the parametrization

y(u,v) = a(u) + vX(u),
= (cosu, sinu, 0) + v(— sinu, cosu, 1),

= (cosu — vsinu, sinu + v cos u, v),

satisfy the equation x?+y2%—22? = 1; that is, the surface is a circular hyperboloid
of one sheet. The coordinate curves u =constant are straight line generators.
If instead, we choose X (u) = —& + k, we get the same surface, but with an
orthogonal set of line-generators as shown in figure 5.1(b). This is an example of
a surface in which the asymptotic curves are orthogonal at each point. Tangent
planes to the surface at any point in the circle 2 + y?2 = 1 at the throat,
intersect the hyperboloid in a pair of line generators. The Gaussian curvature
is also negative and is given by

K=—-(1+20")"%=—(1+2*)"7

The double-ruled nature of the circular hyperboloid has been exploited by civil
engineers in the design of heavy-duty gears with long teeth engaging along the
lines. The double-ruling is also advantageous for the construction of the metal
frame a type of tower to used in nuclear reactors.

3) Mobius Band. The formal definition of an orientable Surface M is that
there exists a two-form that is non-zero at every point of M. The idea is that the
2-form represents the oriented differential of surface area dS = v/det g du A dv.
For the present purpose, an intuitive characterization is that there exists a unit
normal vector field on M. The Mobius Band is the most famous example of a
non-orientable surface. It can be parametrized by the coordinate patch

y(u,v) = a(u) +vX(u),
a(u) = (cos 2u, sin 2u, 0),
X (u) = (cosu cos 2u, cos u sin 2u, sin u),
x(u,v) = (cos 2u + v cos u cos 2u, sin 2u + v cos u sin 2u, v sin u). (5.1)

The curve a(u) is a circle, and the vector X (u) on the circle points in a direction
that winds around by an angle 7 in one revolution. In the rendition of the
surface shown in figure 5.1, the parameter v is restricted to [—0.2,0.2]. As
is evident from the graph, the generating line segment flips after one turn,
resulting on a one-sided surface. Indeed, at © = 0 the generating line segment is
vX(0) = v(1,0,0) but after one revolution at u = 7, the generating line segment
given by v X (7) = v(—1,0,0), points in the opposite direction. We can interpret
the topology of the surface as a rectangle with a pair of opposite sides identified
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(see figure 9.2). Clearly, it is impossible to choose a well-defined normal vector
field. The Gaussian curvature is somewhat messy, but the computation shows
that K is negative everywhere.

a) Saddle b) Hyperboloid c) Mobius Band

Fig. 5.1: Examples of Ruled Surfaces

Let M be a ruled surface with unit normal N and let X be a unit vector
field tangent along the straight lines that generate the surface. The straight
lines are geodesic in R? so VxX = 0. By Gauss’s equation 4.74, VxX = 0,
so the line is also a geodesic on the surface and < LX, X >= 0, that is, the
generator lines are asymptotic. Let Y be a unit tangent vector field orthogonal
to X so that the pair constitutes an orthogonal basis of the tangent space at
each point. Then

K=<LX,X ><LY,Y >— < LX,Y >2,
= < LX,Y >?=—f2,

so we conclude that K < 0. If the vectors X and Y are not an orthogonal basis,
the result must be modified as in equation 4.66, which gives,

f2

K=—gc-F

(5.2)

The general formula for the Gaussian curvature of a ruled surface is obtained
by a straightforward computation. We have:

yu =o' + X',
Yv = Xa
Yu Xyo = (& +vX') x X,
BG—F? = |ly, x ol = X x (a/ +vX")]|.
Yuv = XI7 Yoo = 0.
Hence, g =< Yy, N >=0, and f =< yup, N >= (/! XX')/VEG — F?, where
we are using the notation for the triple product. The resulting curvature is:

(&’ XX')

K —
X x (o + 0 X")]*

(5.3)
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We may choose the orthogonal trajectories a(u) to be integral curves of Y
parametrized by arc length, so that Y = o/(u) = T. Since by choice, T" and
X are orthogonal unit vectors tangent to the surface, N = T x X is normal
to the surface and we have an orthonormal frame at each point. The covariant
derivatives of the frame with respect to T' along the one-parameter curves « is
just derivative with respect to the parameter, so we get a Frenet-like frame

T = aX 4+ N
X' = —aTl + &N . (5.4)
N' = 7CQT 763X

A one-line computation gives:
c3=—<X,N >=< N, X' >=(TXX').

The function
(rXx'y cs

X712 ea? +es?’

is called the distribution parameter. Substituting 5.4 into 5.3, we rewrite the
Gaussian curvature as

p(u) =

(TXX')
X x (T +vX")||*
632

[1—2c1v + 1202 + v2cg2)?’

K =

The special curve along which ¢; = 0 that is, (7”7, X) = 0 is called the stricture
curve. Using the parametrization with the base curve being the stricture curve,
we have p(u) = 1/c3 and
2 2
K= _ 032 = — D (u) . (55)
(1+v%e3(2)  (p?(u) +0?))

A beautiful example is the hyperboloid of revolution in figure 5.1(b). The circle
a(t) at the throat used to generate the surface is the stricture curve. It turns
out that X does not need to be orthogonal to T as it is the case here, as long
as ||z]] =1 and (77, X) = 0.

A ruled surface is called a developable surface if in addition, LX = VyN =
0, that is, the normal vector is parallel along the generating lines. Then equality
holds in K < 0 and we have the following theorem

5.1.1 Theorem A necessary and sufficient condition for surface to be devel-
opable is to have Gaussian curvature K =0 .

It is surprising that the general case of a closed and connected surface with
K = 0 to be developable was not proved until 1961 in a short paper by Massey.
A particularly interesting type of developable surfaces are those in which the
vector X is taken to be the tangent vector T' of the curve « itself. A surface
with this property is called a tangential developable.
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5.1.2 Example Developable helicoid. A helicoid
x(u,v) = (ucosv,usinv,v)

can be written in the form x = a(v)+uX (v), where a(v) = (0,0, v) and X (v) =
(cosv,sinv,0), so it is a ruled surface. The surface has negative curvature
as computed in 4.114 and the stricture curve is the z-axis. A neat related
surface is obtained by the tangential developable of a helix. We choose a(u) =
(cosu,sinu,u) and X =T = (—sinwu, cosu, 1) so that

x(u,v) = (cosu — vsinu, sinu + v cos u, u + v). (5.6)

Since this is a flat surface having K = 0 it is isometric to a plane. Indeed, if one
takes a thin cardboard annulus with a slit in the xy-plane with the appropriate
radius, one can bend the annulus around a cylinder by lifting one edge of the
slit, thus creating a ribbon that wraps around the cylinder as shown in figure
5.2. A magnificent architectural example is exhibited by base of the spiral
staircase near the pyramid of the Louvre museum. For the maple-generated
image, a small numerical computation was carried to figure out the vertical shift
and radius of the helicoid so that the staircase and the supporting developable
match at the helix of intersection.

Fig. 5.2: Developable Helicoid

5.1.2 Surfaces of Constant Positive Curvature

In this section we prove a few global theorems. We assume the reader is
acquainted with the notion of a compact space. In particular, in R™ a compact
set is closed and bounded so it is contained in a ball of sufficiently large radius,
centered at the origin. We are concerned with compact manifolds, which by
definition are locally Euclidean and have a differentiable structure. Thus, a
compact surface in R? cannot have any edges or creases, and the tangent space
is well defined at all points.

5.1.3 Theorem In any compact surface in R? there exists at least one point
p at which K(p) > 0.
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Fig. 5.3: Compact Surface

Proof Let M be compact. Consider the function f : M — R defined by
f = ||x]|, where x are local coordinates of a point on the surface. This is a
continuous function on compact space, so it attains a maximum at a least one
point p. The geometric interpretation of p is that it is farthest away from the
origin. The intuition about this theorem is simply that near the point p, the
surface is entirely on one side of the tangent plane as shown in figure 5.3, so the
principal curvatures have the same sign. We make this formal. Let R be the
distance from p to the origin and construct a sphere of radius R centered at the
origin. The sphere will be tangential to the surface at p. Given a unit tangent
T, let a(t) be unit speed integral curve near p, that is, «(0) = p and T = &/(0).
The composite function f(«a(t)) also has a maximum at p, so by the second
derivative test, we have [f(a)]'(0) = 0, and [f(«)]”(0) < 0. By the definition
of f, f(a) = ||a?|| = (o, @), so [f(a)]'(0) = 2(a,a’)(0) = 0. We conclude that
the position vector x, = «(0) of the point p is orthogonal to T. Since this is
true for any such T, the vector x, is also normal to the surface, so that the unit
normal is n = x,/R. Computing the second derivative we get

3[F(@)"(0) =< a, 0’ > (0),
=<T,T >+ < x,,a"(0) >,
=1+ R<n,a"(0) ><0,

But clearly < n,a”(0) > is the normal curvature along T so

kn (p) < _Ea

Again, since T was arbitrary, the normal curvature is less than —1/R in any
direction, a geometric indication that the surface is bending inward more than
the sphere as intuitively shown by the picture. Therefore

1
K(p) = K1Rko > ? > 0.



142 CHAPTER 5. GEOMETRY OF SURFACES

5.1.4 Theorem In a surface in which the coordinate directions are chosen
to be the principal directions of curvature, the Codazzi equations are

k1 _ 1&( — K1)

ou 2 E T mMb

Ok 1G,

Tu =30 ) &-7)

Proof Let X and Y be eigenvectors of L, so that

LX, X
LX = X, wy= 2> ¢

<X, X> FE

<LY)Y > g

LY = kY. == 79
e VS e

If k1 # Ko, the eigenvectors are orthogonal, so taken them as the parametric
directions means that F' = f = 0 . The Codazzi equations 4.98 are obtained
by setting to zero the normal component of X3, — Xgay = 0. In terms of the
covariant derivative formulation of the Gauss 4.74 with X = e; = x,,, ¥ =
€2 = Xy, Z = e, the normal component of (VxVy — VyVx)Z = 0 result in
the equations of Codazzi in the form: (See 6.22)

<VxLY —VxLX,Z>=0,
VxLY —VxLX =0

We proceed to expand this equation:

ﬁelLeg — 662L61 = 0,

ﬁel (ngg) - VGQ (mel) = 0,
Oka ok

1
——e9 + kol'“10e, — —€1 — K11 %2164 = 0.

ou ov

Setting the e; and e components to zero, we get:

ok
872 = w91 — kal? 19 = (k1 — Ro)T %o,
Ok
B L= 52F112 - f€1F121 = (Féz - 51)F121~

The result follows immediately from the expressions for the Christoffel symbols
4.83 after setting F' = 0.

5.1.5 Proposition (Hilbert) Let p be a non-umbilic point and &1 (p) > k2(p).
If k1 has a local maximum at p and k5 has a local minimum at p, the K(p) < 0.
Proof Take the asymptotic curves as parametric curves as in the preceding
proposition. Suppose #1(p) > k2(p) and that the principal curvatures are local
extrema. Then (K1), = (k2), = 0 so by equation 5.7, we have E, = G,, = 0.



5.1. SURFACES OF CONSTANT CURVATURE 143

Applying the second derivative test by differentiating 5.7 at p we get

1 E,,
(ffl)vv = 5?(’{2 - ﬂl) <0,

1Guu
(@)uu = 57(/‘@1 - "f2) >0,

which implies that E,, > 0, end G, > 0. On the other hand, noting as above
that £, = G, = 0, the Gaussian curvature formula 4.107 gives

1

K==55c!

Eyy + Guu) <0.

5.1.6 Theorem (Liebmann) A compact manifold M in R? of constant Gaus-
sian curvature K is a sphere of radius R with K = 1/R?.

Proof Since M is compact, there is at least one point at which K > 0, and
since K is constant, K > 0 everywhere. We prove by contradiction that all
points are umbilic. Suppose there exists an non-umbilic point. Without loss of
generality, we assume that the larger principal curvature is k1. The principal
curvatures are continuous functions in a compact space, so there is a point p at
which k7 is maximum. Since K = k1Ko =constant then at p, ko is a minimum.
By Hilbert’s theorem above, K(p) < 0 which is a contradiction. So M is a
sphere so some radius R and K = 1/R2.

5.1.3 Surfaces of Constant Negative Curvature

The geometry of surfaces of constant negative curvature is very rich and it
has a number of neat applications to physics. If K < 0, then it must be the case
that the principal curvatures k1 and ko have different signs. All points on the
surface are hyperbolic, and by Hilbert’s theorem there are no compact surfaces
of constant negative curvature. In addition, since k1 # kg, there always exist
orthogonal asymptotic curves with asymptotic directions along the eigenvectors
of the second fundamental form. The prototype of a surface of constant negative
curvature is the pseudosphere introduced in equation 4.24, which we repeat here
for convenience.

x(u,v) = (asinucos v, asinusin v, a(cosu + In(tan %))



144 CHAPTER 5. GEOMETRY OF SURFACES

To compute the Gaussian curvature we first verify that the first fundamental
form is as stated in 4.24. We have:

COS2 u

X, = (@ cosucosv,acosusinv, a— ),
sinu

X, = (—asinusinv, asinu cos v, 0),
4

cos™ u
E = a20052u+a2j,
sin” u
cos?u
=a’cos’ u(l + —5—),
sin” u
= a? cot? U,
F=0,

G = a?sinu.

So the parametric curves are orthogonal, and
I = a?cot® u du? + a? sin® u dv?.

Inserting into formula 4.107, we get

1 0 sinu 0
K=— < Z (asi
a®cosu [8u (acosu au(asmu))} ’
1 .
- _a2cosu%(smu)’
1

Another common parametrization of the pseudosphere is obtained by the sub-
stitution

p = alntan(). (5.9)

Without real loss of generality, we set a = 1, so e* = tan(u/2). The substitution
is somewhat related to the classical Gudermannian. We have:

9 eu/2 _ e—u/2
sech = pvE =R tanh p = e Rp—ysE
_ 2 7 1 _ tan(u/2) — cot(u/2)
tan(u/2) + cot(u/2) an tan(u/2) + cot(u/2)’
= 2sin(u/2) cos(u/2), = sin?(u/2) — cos?(u/2),
= sin u, = —COSU

In simplifying the equations above we multiplied top and bottom of the fractions
by sin(u/2) cos(u/2). In terms of the parameter p, the coordinate patch for the
pseudosphere becomes

x(u,v) = (asech pcosv, asech psinv, a(p — tanh p)), (5.10)
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and the fundamental forms are:
I = tanh? pu dp® + sech? 11 dv?,
IT = —sech p dp? + sech ptanh p dv?.

Using this latter parametrization we compute the surface area and volume of
the top half of the pseudosphere.

s= [ [Vea-r,
:/ / (asech ) (atanh p) dpdv,
o Jo

= 41a?, (5.11)
(o)

V =7a? / sech? i tanh? p dy, (5.12)

= 2ma®. (5.13)

It is interesting to note that the surface area is exactly the same as that of
a sphere of radius a, whereas the volume of revolution is half the volume of
the sphere. Without loss of understanding of the geometry, for the rest of this
section we set a = 1, so that K = —1 We have the following theorem:

5.1.7 Theorem Let M be a surface with constant negative curvature K =
—1. If the parametric curves are chosen to be the asymptotic directions, there
exists some quantity w so that the first fundamental form can be written as:

I = cos? w du® + sin® w dv?, (5.14)

Proof The proof amounts to analyzing the integrability conditions represented
by the Codazzi equations. In the brilliant book by Eisenhart [19], the author
writes down the Codazzi equations and notes that the choice of E and G above
are solutions of the equations. We take a more humble approach and show
the steps on how to find a solution using the Cartan formalism. We have seen
that using the asymptotic curves as parametric curves means that F' = f = 0,
k1 = E/e and k1 = G/e. Let E = o? and G = ? so that the first fundamental
form is:
I =a?du® + B2 dv?.

We choose 0! = a du, and #? = 3 dv, as basis for the cotangent space dual to
{e1,e1}. Let e3 be the unit normal to the surface. We have:

S0,

wls = k10! = Ko du,

w2 = Keb? = Ko dv.
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On the other hand,

do* = a, dv A du = —(% du) A 6% = —why A 62,
d6? = B, du A dv = —(@ dv) AO' = —w? A6,
«@
wly = % du — % dv. (5.15)
Recall the Codazzi equations 4.104
dw13 - _wlz AN OJ237
dw? = —w? AW

Inserting the connection forms into the first Codazzi equation gives

(k1) dv A du + [% du — @ dv] A\ ke dv = 0.
«
Since K1k = —1, we can eliminate ko and solve for a.
(K1@)y — ko = 0,
(K1 — K2)ay + (K1) =0,
o (F1)w
o K1 — Ko
_ (R
K1+ (1/k1)’
_ k1)
I€12 + 1 ’
15} 15}
%(lna) =-35 In[(k1% 4+ 1)1/2).
We may set
K1 = tanw,
Ko = —cotw, (5.16)

for some w. Then (k2 + 1)V/2 = secw, so

0 0
%(IHO&) = —%

0
In(secw) = — In(cos w).
(sece) = = Infeosw)
We choose the simplest solution v = cosw. By a completely analogous compu-
tation using the second Codazzi equation, we get § = sinw and that proves the
theorem.
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5.1.8 Theorem If a surface with K = —1 has first fundamental form writ-
ten as I = cos?w du? + sin?w du?, then w satisfies the so-called sine-Gordon
equation (SGE):

Wyn — Wyy = SINwW COS w. (5.17)

Proof Here E = cos? w and G = sin® w. The theorem follows immediately from
inserting these into the Gauss curvature equation in orthogonal coordinates
4.107 and setting K = —1

Wy, — Wyo

K == = —1
SN W CoS W

The following transformation is often made:
u=u+0 u=1u—7.
A quick computation yields a transformed fundamental form
I = da® + 2 cos & dadd + di?, (5.18)

where w = &/2. A coordinate system in which the first fundamental form is of
this type is called a Tchebychev patch (eventually one has to make a choice on
how to transliterate from the Cyrillic alphabet). The corresponding curvature
equation is

Wy = SINW (5.19)

The sine-Gordon equation is one of class of very special type of nonlinear partial
differential equations which admit soliton solutions. This is an incredibly rich
area of research that would take us into whole new branch of mathematics. We
constrain our discussion to certain transformations that allow one to obtain
new solutions from known solutions, and associate these with pseudospherical
surfaces, that is, surfaces in R? with constant negative curvature. We note that
if in the Sine-Gordon equation 5.17 one sets v = t where t is a time parameter,
what we have is a non-linear wave equatlon with speed v = 1. The reader will
then recognize the transformation w = @ +t u = @ — ¢ as the equations of
characteristics. It is thus not surprising that the equation has solutions of the
form f(u —t).

5.1.4 Backlund Transforms

5.1.9 Definition Let M by a surface with K = —1 and let F: M — M be
a map to another surface M. Let p = F(p) and N(p) and N(p) be the unit
normals at p and p respectively. M is called a Béicklund transform (BT) of M
with constant angle of inclination o, if for all p:

a) The angle between N and N is o,

b) The distance A between p and p is sin o,

c) the segment pp is tangent to M at p.

Bécklund proved in 1883, that F' maps pseudospherical surfaces to pseudospher-
ical surfaces and asymptotic lines to asymptotic lines. He also showed that given



148 CHAPTER 5. GEOMETRY OF SURFACES

Fig. 5.4: Bécklund Transform

any unit tangent vector at p that is not an asymptotic direction, a BT exists
with pp in the direction of that tangent. The idea behind the proof of the BT
theorem is basically to quantify the transformation from an orthonormal frame
at p to the orthonormal frame at p, find the conditions required for K = -1,
and write down the integrability conditions for the Cartan structure equations.
The transformation consists of a rotation by an angle o, a translation from p to
p and a rotation by an angle # to align the frame with segment pp. This could
be done all at once, but we prefer to carry out the process in two stages. In the
first stage, we apply the translation of the frame assuming that the segment
joining p and p is parallel to the basis vector e; at p, followed by a rotation by
an angle o around the e; direction. We use this to seek conditions to guarantee
that K = —1. In stage two, we apply a rotation by an angle 0 in the tangent
plane.

5.1.10 Theorem Let M have Gaussian curvature K = —1, and let x(u,v) a
coordinate patch for M so that I = E du? + G dv?. Let {e;, ez, e3 = n} be an
orthonormal frame aligned with the asymptotic directions. Denote the frame
and Cartan forms at p with hats. Consider the transformation X = x + \e;
along with a rotation by an angle ¢ around the e; axis. Then K = —1if and
only if A =sino.

Proof A rotation by an angle o around e; leaves the tangent vector e; and its
dual form 6! fixed. The rotation has a matrix representation as shown below.

€ 1 0 0 el
€| =1|0 cosoc —sino| |es]. (5.20)
€3 0 sinoc coso es

We compute the Cartan frame equations. We have: The coframe forms are
0* = VE du, 6> = /G dv and 9 = 0 on M. Thus

dx = x,, du + x,, dv,
X X

\/uE\/g du + 7%\/; d’U,

X X

= L gt 4 =2 92,
vE' VG

= 6101 +e202.
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We now compute dx taking into account the rotation and then the translation:
d% = 10" + &,6%,
= e 10" 4 [cos o ey — sin oes] 62,
dX = dx + Adeq,
= 6191 + 8202 + /\(82 OJ21 + e3 w31)

Equating the coefficients of e; and e3 in two equations above, we get

coso 02 = 0% + Aw?y,
—sino 6% = A w?y. (5.21)
Recall from equation 4.111, that w's = (0! + m#? and w?3 = mO' + nbh? yield
symmetric matrix components of the second fundamental form in the given
basis. Using this fact and wedging with §' the second equation above, we get
—sino §' A 6% =\ 6 Awdy,
=XO0'A (10 +m %),

Am

0' N G? = ———0" AO2. (5.22)

sin o

Multiplying the first equation in 5.21 by sin o, the second by cos o, and adding,
we get

sino[0? + X w?] = =\ coso w?y, (5.23)

6? = — [sino w?; 4 coso w?y]. (5.24)

sino

Next, we compute wso:

(2)32(X) =< vxéz,ég >,
=< cosoVxes —sinoVxes,sino es + coso e3 >,
=cos?0 < Vyes, es > —sin o < Vxes, es >,
= (cos? o +sin? o) < Vxes, e3 >,
= w3a(X),

By the same process, we calculate ws;:

W31(X) =< Vxéy,éz >,
=< er?’ +ﬁxe?’,sina e? + coso € >,
=< w? (X)ez +w? (X)es,sino ey + coso ez >,
= sin ows1 (X) + sin owsy (X),

sin o

A

(;)31 = 62 .
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Finally, putting these results together, we get

Al _ a1l o, a3
dwy = =3 N5,

A

msino | [sino | » N
ANk
{ A}{mﬁ h

:Fmﬂ2mAm

[msina

} 0 A 62,

A

Hence

A

if and only if A = £sino. We choose A = sino

The conclusion of the theorem explains the condition in the definition of
a BT that requires this equation to hold. With this condition, equation 5.23
takes the form:

sino 2
K:—[ } _—

wly = coto w?; +csco 62 (5.25)

We move to stage two of the BT process.

5.1.11 Theorem Let M be a pseudospherical surface with first fundamental
form as in 5.14, and let F : M — M be a BT with angle of inclination o. If
the segment pp makes a constant angle o with the basis vector e; at each point
p € M, then

sino (0, +wy,) = sinfcosw — coso cosfsinw,
sino (6, + wy) = — cosfsinw + cos o sin  cos w. (5.26)
Proof Suppose pp makes an angle § with the tangent vector e;. In this case

we first perform a rotation of axis around the normal vector ez to align the
frame with e;. The rotation can be represented by a matrix €; = e; B;

cos) —sinf O
B = |sinf cosf O0f. (5.27)
0 0 1

The effect on the Cartan frame is much easier establish since all we have to do
is apply the change of basis formula 3.48 as shown in 3.51.

wly = why — do,

whs = cos@ w's + sin b w?s,

W2y = —sinf w's + cosh w?s. (5.28)
The dual forms transform with A = B~! = BT, that is gi = Ainj. In particu-
lar,

6" = —sinf 0 + cosh 62 (5.29)
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If we start with a pseudospherical surface with I = cos? w du? + sin® w dv?, the
Cartan forms are:

0! = cosw du, 0% =sinw dv,
whs = sinw du, w?3 = —cosw dv

wly = —w, du — wy dv.

The BT transformation is the composition of the stage one and stage two.
This means that we must subject the Cartan forms to the change of basis by a
rotation by 6, as described by equations 5.28 and 5.29, followed by substitution
into equation 5.25. We get:

(w'y — df) = cot o (cosf w's + sin @ w?3) + csco(—sind O + cos b 62).

We extract two formulas obtained by equating the coefficients of du and dv
respectively.

—wy, — 0, = cotocosfsinw — cscosinb cosw,

—Wy — 0, = —cotosinf cosw + csco cos b sinw.

The theorem follows by multiplying these equations by sin o, and rearranging
terms. The system of equations 5.26 is the classical Backlund transform. In the
special case in which 0 = /2, the angle between the normals e3 and é3 is a
right angle, so és is parallel to a tangent vector of M. This is called a Bianchi
transform. Equations 5.26 then reduce to the much simpler system:

0. +w, = sinfcosw,
0y + wy = —cosfsinw. (5.30)

We can rewrite the BT-equations in the so-called asymptotic coordinates. Let

1
u=ux+t, 5’325(“"‘”)7
so that
v=ux—t, 1
tf§(ufv).

By the chain rule, we have:

1 1
eu:§(9;r+9t); Wy = i(ww +Wt)7
1 and 1
91,:5(955—975), Wy = 5(9$—9t)
Adding and subtraction equations 5.26, the system reduces to
1
Oy + w, = m sin(f — w),
sino
1—
Oy — wy = R sin(0 4+ w),

sino
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which we can rewrite as

0y = wy+ ssin(6 + w),
1
0, = —w, + 5 sin(f — w), , (5.31)

where s = tan(o/2.) We denote the system of BT equations 5.31 by the notation
F =F(w,b,s).

Given a pseudospherical Surface S associated with a solution w of the sine-
Gordon equation, the transform F = F(w,0,0) produces a new solution 6
associated with a new pseudospherical surface S’. Of course, the process can
be iterated to produce new surfaces and new solutions. The neat thing is that
further iterations can be carried out algebraically without the need to solve more
differential equations. This remarkable result is encapsulated in the following
theorem (see [19]).

5.1.12 Theorem (Bianchi permutability) Let {S,w} be the pair consisting
of a pseudospherical surface corresponding to a SGE solution w. Suppose that
sin?@; # sin?#,, and that {S;,60,} and {Ss,60,} are pseudospherical surfaces
generated respectively from surface S by BT’s

F(w,01,51)
—

S S,

F(w,02,52)
R AL

S Ss.

Then, the pair {S’,Q} consisting of a pseudospherical surface S’ with SGE
solution €2 can be found algebraically by requiring the compatibility of BT’s

s, F(61,2,2) s,

SQ F(02,9,s1) S
Proof It suffices to use only one of each pair of BT’s. By assumption,
(01): = wi + s18in(fy + w) Q= (01) + s28in(Q + 67)

n
(02): = wi + s28in(f2 + w) Q = (62) + s18in(Q + 63)

Adding the difference of the two equations on the left with the difference of the
two equations on the right, we see that all derivatives cancel, and we get:

s1[sin(01 + w) — sin(2 4 02)] + s2[sin(Q + 61) — sin(f2 + w)] = 0.
If we have quantities A and B such that As; + Bsy = 0, then

51_ B
82_ A’
1+ﬂ252+51 :A—B7
So S92 A
1 81_82—81_A+B
52_ S92 - A ’

So + 81 _A—B
S92 — 81 _A+B
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Applying this to the equation above, we have

sa+s1 [sin(61 +w) —sin(Q + 62)] — [sin(Q + 601) — sin(62 + w)]

s2—s1  [sin(f; + w) — sin(Q + 02)] + [sin(Q + 61) — sin(f2 + w)]’
_ [sin(01 4+ w) — sin(Q 4 61)] + [sin(f2 + w) — sin(Q + 62)]
"~ [sin(61 4+ w) +sin(Q + 61)] — [sin(f2 + w) + sin(Q + 62)]’

Using the sum-product formulas for sine functions we rewrite the equation as,
s2+s1 2sin(3 (w — Q)] cos[5 (2 + w + 261)] + 2sin[3 (w — Q)] cos[5 (2 + w + 262)]
s2— 81 2cos[5(w — Q)] sin[5 (2 + w + 261)] — 2cos[3 (w — Q)] sin[5 (2 + w + 262)]

~ 2sin[5(Q — w){cos[5 (2 + w + 2601)] 4 cos[5(Q + w + 262)]}
 2cos[5(w — Q){sin[5(Q 4+ w + 261)] — sin[2 (2 +w + 262)]}’

Now, using the sum-product formulas again, we get,

5o+ 51 Asin[5(Q —w){cos[} (201 — 202)] cos[§ (202 + 2w + 261 + 262)]}
S —s1 4cos[5(w — Q)]{sin(1 (2601 — 262)) cos[% (20 + 2w + 201 + 265)]}’
B 4sin[5(Q — w)] cos[5 (61 — 62)]
- 4 cos[3(w — Q)] sin[5 (02 — 61)]
We conclude that,
Q—w s2+ 51 by — 61
= . 2
tan( 5 ) 3231tan( 5 ) (5.32)

It is easy to write coordinate patch equations for a BT. The vector x — x must
be a vector of length sino which is tangent to M at each point p and makes
and angle 6 with e;. Therefore, we must have

X —x =sinofcosf ey +sinf es).
But, e; = xu/\/E and ey = Xv/\/é7 so we have:
cos 6 sin 0
+

Xu .
cosw sin w

Xy | - (5.33)

X=x-+sino

5.1.13 Example Psecudosphere and one-soliton solution

If we are willing to sacrifice a bit of rigor for the sake of intuition, we can
motivate the derivation of the standard parametric representation of the pseu-
dosphere directly from the Bianchi transform. Recall that in the steps leading
to the SGE, we chose the principal curvatures (see equation 5.16) such that
k1 = tanw and ko = —cotw. Then, as w approaches zero, 1 also approaches
zero, while ko becomes arbitrarily large, so as to maintain K = —1. The result
is a degenerate surface that collapses onto a straight line. We may think of
it as an infinitely long trumpet of infinitesimal diameter. As such, we pick a
degenerate patch of the form

x(u,v) = (0,0, u)
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We set e; = (0,0,1) and, anticipating a surface of revolution, we pick ey =
(cos ¢, sin ¢, 0). Recalling the BT coordinate patch in equation 5.33

X =x+sinofcosf ey + sin b eg], (5.34)

we consider the case with sino = 1. With w arbitrarily close to zero, the Bianchi
transform equations 5.30 become,

0, =sinéd, 6, = 0.

We set v = ¢ and without loss of generality, we pick the constant of integration
in the first equation above to be 0. The elementary integral gives immediately
the stationary one-soliton solution

u=1In(tang), or, 6=2tan"'(e").

The coordinate patch for the corresponding surface then gives,

x = (0,0, In(tan g)) + c0s6(0,0,1) + sin f(cos ¢, sin ¢, 0),

= (sin @ cos ¢, sin f sin ¢, cos  + In(tan g))

which agrees with the parametrization of the pseudosphere given in equation
4.24. In other words, the angle 6 is precisely as shown in figure 4.6, consistent
with the geometry of the Bianchi transform stating that the segment joining
the corresponding points is tangential to the surface generated.

5.1.14 Example Dini’s surface

Another well-known surface that can be obtained by BT results in “twisting”
the pseudosphere in a helicoidal manner. Dini’s surface is obtained by removing
the special condition sino = 1. Again, if one begins with the trivial solution
w = 0 of the Sine-Gordon equation 5.19, the BT equations 5.31 reduce to,

0; = ssind,
0, = —sinf
Integrating, we get
1
In(tan §) = sz + —t, (5.35)
s

where we have set the constant of integration to 0. Solving for 6, we are lead
to the moving one-soliton solution

O(x,t) =2 tan_l(es‘”%t),

We carry out the parametrization using the BT equations in 5.26. Again,
assuming w is arbitrarily close to zero, the equations reduce to

(sing)f, = sin b, (csc)d, =1/sinco

o
(sino)d, = cososinb. ' (csch)f, = coso/sino
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Rewriting the equations in differential form

1
d[Intan(f)] = ——du + C?Sodm
sino sin o
we can integrate immediately,
U+ vV CoS o
Intan(4) = ———— =x. 5.36
ntan(3) sin o X (5-36)

Here we have used x to denote the expression on the right hand side and we set
the integration constant to 0. In terms of these coordinates, the moving soliton
solution is

O(u,v)) = 2tan"'(eX).

Using the same degenerate patch 5.34, the parametrization of the surface be-
comes

% = (0,0,u) + sinofcos 6(0,0, 1) + sin f(cos ¢, sin ¢, 0)],

= (sino sin @ cos ¢, sin o sin  sin ¢, u — sin o cos §)).

Finally, using the results in equations 5.10, we rewrite the parametrization of
Dini’s surface as

X = (sin o cos ¢ sech x, sin o sin 6 sin ¢ sech x, v — sin o tanh x)). (5.37)

Notice that as expected, when o = 7/2, that is, when sino = 1, we get x = u,
and the equation reduces to a pseudosphere (see equation 5.10). Another com-
mon parametrization of Dini’s surface in which the geometry is more intuitive
is given by:

x(u,v) = (acosucosv,acosusinv, a(cosu + lntan(g)) +bv ). (5.38)

This surface has curvature K = —1 when a2 4+ b? = 1, and it has an unfolding
infundibular shape, as shown in figure 5.5, with parameters u € [0,2], v € [0, 47]
and a = 1, b = 0.5,0.2. The surface is essentially generated by revolving the
tractrix profile curve of the pseudosphere about the central axis, while at the
same time translating the curve at a constant rate parallel to the axis. The
meridians traced by the parametric curves u =constant are helices. When
b = 0, the equation gives a pseudosphere.

5.1.15 Example Kuen surface
Applying the permutability theorem 5.32 to solution 5.1.4 we obtain immedi-
ately the two-soliton solution

X 1
pSItHTt _ psatt ot

So + 81
1

QO =2tan"? 5
S2 =811 4+ es1Hs2)t+ (5T +57)t

(5.39)

In this example, we perform a Bianchi transformation of a one-soliton pseudo-
sphere to obtain a Kuen surface which is associated with a two-soliton solution.
We begin with the parametrization of a pseudosphere given by 5.10 with a = 1,

x(u,v) = (sech pcosv, sech psinv, (u — tanh u)).
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a) Dini, b=0.5 b) Dini, b=0.2 c) Calla Lily

Fig. 5.5: Dini’s Surface

Let w = 2tan"!(e*), so that

1= Intan(w/2),

Then,
w= 2tan"!(e"),
sinw = sechpu,
cosw = — tanh p.

We will find 6 by solving the Bianchi equations 5.30. We compute:

2et 2 b
= = = sech u,
1+e2r et fer H

wy = 0.

Wy

Substituting into the Bianchi equations, we get:
0,, = —sinftanh u,
0, = —cosfsech i — sech p = —sech p(1 + cos ) = —2 COSQ(g) sech p.

Separate variables

1

cscf 8, = —tanh pu,
1sec?(8) 6, = —sechp,

and integrate. The result is:
tan(4) = —hq(v) sech u,
tan(%) = —vsech pu + ha(p),

where hy and ho are the arbitrary functions of integration. Consistency of the
equations requires h; = 1 and ho = 0. The solution is therefore

—v

tan($) = —vsechp = cosh 1’

6 = 2tan~'(—wvsech ).
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Only the cosine and the sine of the angle 6 enter into the Bianchi coordinate
patch. Thinking of tan(g) as the ratio of the opposite over the adjacent side

of the right triangle with hypothenuse 4/ cosh” i+ v2, we can compute the sine
and cosine from the double angle formulas:

2,0 cosh?p —v?

200 :
cosf = cos®(5) —sin“(5) = —5——,
2 2 cosh? p1 + v2

—2v cosh

sinf = 2sin(%) cos(2) = ————,
(3)cos(z) cosh? i + v2

It remains to go through the algebraic gymnastics of computing the coordinate
patch:

cos sin 6
Xy + Xy,
cosw sin w

= ('sech pcos v, sech ysinv, (i — tanh 1) )

X=x+

cos
tanh p
sin @

( — sech p tanh  cos v, — sech tanh y sin v, tanh? ;1 )

- h i ) h 30 )
sechu( sech p sin v, sech p cosv,0)

= ('sech pcos v, sech psinv, (u — tanh p) )
+ cos O( sech i cos v, sech sin v, — tanh p )

+ sin( —sinwv, cosv,0 ),

a) Kuen b) Breather c) Breather d) Ochuva

Fig. 5.6: Surfaces with K= -1

The z-component of x is:
X(z) = (14 cos ) sech prcosv — sin O sinv
h? ju — v? 2v cosh

:[ cos 2,u v]cosv—i—[ v;:os i
cosh” p + v2 cosh” p + v2

B [ 2 cosh?
cosh? p1 + v2
2 cosh p(cosv 4+ vsinv)

] sinw,

2v cosh p

2—2] sin v,
cosh” y + v

Jeosu+ |

cosh? j1 + v2



158 CHAPTER 5. GEOMETRY OF SURFACES

The computation of the other two components is left as an exercise. The result
is

2 cosh p(cosv — vsinv) 2cosh p(sinv — v cosv) 2sinh 2p
x(u,v) = 5 3 ; 3 2 K 2 2
cosh” p+v cosh™ p+v cosh™ p+v
(5.40)
The Kuen surface in figure 5.6a is plotted with parameters u € [—1.4,1.4] and
v € [—4,4].
As noted by Terng and Uhnlenbeck [38], if in the 2-soliton equation 5.39
one sets s; = e’ and sy = —e ", we get a real-valued solution

sin 0 sin(n cos 6)
cosf cosh(€sind) |’

¢ = 2tan (5.41)

where £ = x —t and n = x + t. This is a periodic solution called a breather.
A rendition of the surface associated with this solution is shown in figure 5.6,
using the parametrization derived by Rogers and Schief [31].

5.2 Minimal Surfaces

5.2.1 Minimal Area Property

In an earlier chapter we defined a minimal surface to be a surface of mean
curvature H = 0. From the formula for the mean curvature 4.65, a surface in
R3 is minimal if

2H = Tr(g~ ') =0, which implies Eg —2Ff + Ge = 0.

For historical reasons we first consider this condition for a surface with equation
z = f(x,y). We rewrite in parametric form using a Monge coordinate patch

X(l‘,y) = (a:,y,f(x,y) )

A quick computation yields the coefficients of the first and second fundamental
forms.

E:].‘Fsz, ezfxa:/Dv
G=1 _|_fyz7 and 9= fyy/D,
F:facfya f:fwy/Da

where D = VEG — F2 = /1 + f,” + f,. The surface has Gaussian curvature

K =0if f(z,y) satisfies the Monge-Ampere equation

We have already determined that the solutions are developable surfaces. The
condition H = 0 for having a minimal surface is that f(x,y) satisfies the quasi-
linear differential equation:

(L4 fo?) fow = 2fufyfoy + (L + f,) fyy = 0. (5.42)
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Using the notation p = f;, ¢ = f, the condition that the surface area over a
region be minimal, follows from the variational equation:

5//\/EG7F2dydx:(?//\/1+p2+q2dydx,

:f//F@wwmﬂﬁwm=ﬂ~

The Euler-Lagrange equation for this functional is
v d d
v. [fz] L D T N S
14|V f do T+ p2 +q2  dy \/1+p? + ¢
It was proved by Lagrange in 1762, that these are equivalent to the condition
H = 0 exemplified in equation 5.42, but he was unable to find non-trivial

solutions. In 1776 Meusnier showed that the catenoid and the helicoid satisfied
Euler-Lagrange equations 5.43 and thus had zero mean curvature.

= 0. (5.43)

5.2.1 Example Scherk’s surface

The catenoid and the helicoid remained the only known minimal surfaces until
1830, when Scherk obtained a new solution under the assumption that f(z,y)
has the special form.

flz,y) =Ux) +V(y)

In this case, the minimal surface equation 5.42 can be separated

U”(l o V/Q) + V//(l + U/2) =0

U// V/I
o7 - 1gve

The ordinary differential equations only involve the first and second derivatives
of the variables, so they can be easily integrated. First, we let R = U’, and
solve for U, setting the integration constants to zero.

R/
1+R2: ’
= R2 ———=dR = /C dz,
n'R=_Cuz,
U’ = tan(Cx)
U = In[sec Cxz].
The integral for V is done the same way, and the result is V = — tan[Insec y],

SO

f(z,y) = Infsec Cz] — In[sec Cy].
Setting C' = 1 and rewriting in terms of cosines, we get

cosy

f(z,y) =In (5.44)

cosx
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Fig. 5.7: Scherk’s Surface.

This is the classical, doubly periodic Scherk surface which we render in figure
5.7.

Next, we prove the area-minimizing property for more general surfaces with
zero mean curvature. The integrand in the formula for surface area is the
square root of the determinant of the first fundamental form, so to perform a
variation, we will need to take derivatives of determinants. The main idea in
obtaining a formula for the derivative of a determinant rests on a neat result
from linear algebra which at the risk of digressing a bit, it is worth proving now.
This theorem due to Jacobi, will be most important later when we discuss the
exponential map in the context of Lie groups and Lie algebras (See section
7.2.1).

5.2.2 Theorem Let A be a square matrix. Then
dete? = T4, (5.45)

Proof First consider the case where A is a diagonal n X n matrix A =
diag[k1, k1, ..., kn] by an . Defining e” by the exponential power series (See
equation 7.52), it is immediately verified that:

A .
e’ = diag[e™, e, ... e"],
dete? = ez . efin,
— o TrA

Next, consider the case where A is diagonalizable. Then, there exists a similarity
transformation @ such that A = Q' DQ, where D is the diagonal matrix with
the eigenvalues along the diagonal, D = diag[ky, k1,...,ks|. We recall that
determinant and trace are invariant under similarity transformations. We have

A2 = (Q7'DQ)(Q™'DQ),
=Q'D(QQ™DQ,
=Q 'DIDQ,
= Q7 'D*Q.
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By induction, we can easily prove that A” = Q~'D"(Q and hence,

o0 1 .
eA:;EA ,

oo 1 B .
=> 5Q7'D"Q,
n=0 n
ERPR N
=Q7'(Q_ DM,
n=0
=Q ',
det A = det Q! (det ) det Q,
=detel = TP = T4

Finally, A might not diagonalizable, but it can be reduced to canonical Jordan
form J by a similarity transformation A = Q~'J@Q. The Jordan matrix .J
has the eigenvalues along the diagonal. with a block structure of the form
Jx = M + N, where N is nilpotent, it remains true that dete’ = ¢™7. Thus
the argument above holds in this case as well.

Back to our topic. If in equation 5.45 we replace A by In A, we get,

det A = ¢Tr(n4), (5.46)

Suppose that instead of single matrix A, we have a C'°°, one-parameter family of
matrices A;. Then, we can use the equation above to differentiate with respect
to t.

%det A, = Tn At)%(Tr(ln At)), Thence,
d
= (det At) Tr % In At,
= (det At)Tr(Afldd—?) (5.47)

We unpack this formula for a special kind of variation defined as follows:

5.2.3 Definition Let x(u,v) : U — R? be a coordinate patch for a surface
{M, g} defined over a set U C R?, and let ¢ : U — R be a C* function.
A normal deformation of the surface is a one-parameter family of surfaces M,
with coordinate patches of the form x;(u,v) = x(u,v) + t¢(u, v)n, where ¢ is a
small parameter, t € [—¢, €], and n is the unit normal.

Let g; be the matrix of the first fundamental form induced on the surface
M, and let det(g:) denote the determinant. The elements of surface area are

dsS; = \/(m du A dv, and the areas are given by:

At://UdSt://u\/mClu/\dv. (5.48)
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At t =0, go = g and dS, = dS represent the metric and the differential of
surface area element of M. We have the following theorem:

5.2.4 Theorem The variation of surface area satisfies

AL(0) = —2 / /U PHdS, (5.49)

so that A;(0) = 0 if, and only if, H = 0.
Proof The proof is by computation, using the formula 5.47 for derivatives of
determinants.

d d d
aAt_%//dSt—//%dSt,

det (g¢) du A dv,

// 2\/det (g¢) dt
_1dgt

_ b det(g) el YL du A do,
//UZ det(g:) (90) Tr(ge dt)

1 _ dgt
— T 1222 .
2 //U r(gt dt ) dS;

It remains to compute the derivative of the one-parameter family of first fun-
damental forms along the normal deformation.

dx; = dx + t(¢ dn + d¢ n),
< dxy,dx; > =< dx,dx > +2t¢ < dx,dn > +0(t?),
I, =1-2¢tII+ O(t%),
(9t>a,8 = gap — 2¢tbap + ﬁ(t2)-

Therefore,

d
—Gtlimo = =20 b
dtgt\t_o 0]

—//U¢Tr(g_1b) dS:—2//U¢HdS7

for any function ¢, so this concludes the proof. A more complete proof would
include analysis of the second variation, but this will not be treated in these
notes.

We deduce that

5.2.5 Example Surface of revolution
Let M be a surface of revolution that is also a minimal surface. The standard
coordinate patch is given by 4.7

x(r,¢) = (rcos ¢, rsing, f(r))
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with fundamental form coefficients
E=1+f", e=f"INTF T,
F=0, and  f=0,
G=r g=rf V15 f7.
For this to be a minimal surface we must have:
H=FEg+Ge=0,
rf'(L+ f?) +r?f" =0.

The equation is easily integrated. Let p = f’, separate variables and integrate
by partial fractions:

rp’ = p(1+p?),
1 1
- dp=——dr,
I+ Py
P A

NEechis

where A is a constant of integration. Squaring both sides and solving for p = f’
we get:

Pt = A1+ ),

p:f:—if
Vit =1
f=Acosh™'r.

The conclusion is that a catenoid is the only minimal surface of revolution. The
mean curvature is not a bending invariant because it depends specifically on
the second fundamental form. However, it is notable by a short computation,
that the deformation described in equation 4.116 that bends a catenoid into a
helicoid, results on a one-parameter family of minimal surfaces z;, independent
of t. A surface of type x = (rcos¢,rsing, h(¢)) is a called a conoid. The
helicoid is the only minimal surface that is also a conoid.

5.2.2 Conformal Mappings

In this section we explore the connection between minimal surfaces and
conformal maps. For this purpose, it will be useful to insert a pedestrian review
of some basic concepts in complex variables. We denote by C the usual vector
space of complex numbers of the form z = x + iy. Complex numbers can also
be represented by antisymmetric matrices



164 CHAPTER 5. GEOMETRY OF SURFACES

in which the binary algebraic operations are mapped to matrix operations.
Thus, for example, multiplying two complex numbers 21 zo, is equivalent to mul-
tiplying the corresponding matrices. By Euler’s formula, any complex number
of unit length can be written in the form z = e? = cosf + isinf. The matrix
version of a unit vector is a rotation matrix

cosf)  siné
—sinf cosf|’

The set all such matrices forms a group called SO(2). There are two special
elements in this set that comprise a basis for the vector space, the identity
matrix I and the symplectic matrix

J= [01 (1)] : (5.50)

The former corresponds to a rotation matrix with § = 0 and the latter to a
rotation by # = 7/2. Clearly J? = —1I, showing that J plays the role of the
imaginary number 7 in the matrix representation.

A fundamental result from complex variables is that if a function w = f(z) =
u+iv is differentiable in the complex sense (i.e. holomorphic), then the following
properties hold:

1. The real and imaginary parts satisfy the Cauchy-Riemann equations u, =
Uy} Uy = —Ug.

2. The functions u and v are (conjugate) harmonic: V?u = VZv = 0.

3. the families of curves u(x,y) =constant and v(x,y) =constant, are mu-
tually orthogonal. That is, (Grad u, Grad v) = 0. In the context of heat
flow these curves are called isothermal lines.

4. The map is conformal, that is, it preserves angles. The conformal factor

is given by the Jacobian |f/(2)|> = |Vu|* = |Vv|?. In vector component

notation, if z = (z,y)? and h = (ki1, k2)T, then by differentiability,
f(z+h)=f(2) +Df(h) +e¢

where Df is the Jacobian map f’ and € — 0 as h — 0. From the Cauchy
Riemann equations at any given point, we have

pro =[x 5[]
-l

_ 5 5 [cos@ —sind| |k
AR [ Hk ,

sin 6 cos 0

for some numbers a, b and some angle 6. Thus, the transformation consists
locally of a dilation and a rotation.
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5. Let z =z + iy and Z = z — iy. The chain rule gives:
— o _1({0a _:0 — 9 _1({8 | ;0
6Z:$7§(%7287y)’ 62:@—5(%4’@%).

6. w = f(z) is holomorphic if and only if dzf = % = 0. This is equivalent
to the Cauchy-Riemann equations.

7.1 =da? + dy? = dzdz, and Af = fop + fyy = 45250

Since R? as a vector space is isomorphic to C, we can extend the complex
structure to a surface M in R? by requiring that the locally Euclidean property
be replaced by complex coordinate patches that are holomorphic. This can
actually be done intrinsically for an oriented surface by introducing a (1,1)
tensor J : TM — TM so that for an orthogonal basis {e1,e2} of the tangent
space, J(e1) = ez and J(ez) = —ey. This results on a matrix representation
of J at each point identical to the symplectic matrix 5.50 and it represents
a rotation by 7/2. The tensor J can always be introduced in any coordinate
patch by starting with x, or x, and using the Gram-Schmidt process to find
an orthogonal vector. An easy computation gives:

F Ex, — Fx,
V] =Xy, Vo=Xy,— =Xy =——7"7"",
! 2T E E
F Gx, — Fx,
~x,. X, ey, = X T Xy 5.51
W1 X Wo X GX G ( )

Orientation is preserved if the differential of surface satisfies dS(X, J(X)) > 0
for all X # 0. Since J represents a rotation by /2, there must be constants
¢1 and ¢g such that Jx, = ¢;(Ex, — Fx,) and Jx, = c2(Fx, — GX,,). Setting
Ixul|? = ||Jx4]|? and ||x,||* = ||Jx,||*> we find that ¢; = ¢ = 1/+/det g, hence,
the components of .J in the parametric coordinate frame are

J Ex, — Fx,
Xu = YF/—m——
VEG — F?
Fx, — Gx,
Jx, = v X (5.52)

VEG —F2’

5.2.6 Definition Let {M, g} and {M’, ¢’} be Riemannian manifolds. A map
F: M — M’ is called conformal if there exists a function A, such that

<F.X,FY >=X<X,Y >, (5.53)

for all tangent vectors. If A = 1, the map is an isometry.
Conformal maps on manifolds as defined above have the following properties:

L ||F.X|"”* = |A?|| X||?>. The reason is that | X||* =< X, X >.

2. F preserves angles, since at each point, the A’s cancel in the formula for
the cosine of the angle as in 1.51 and 4.17.

3. F.(J(X)) = J(F«(X)). This is easily shown by applying the maps to
a basis and using the fact that F' preserves angles and J represents a
rotation.
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5.2.3 Isothermal Coordinates

An isothermal system as in 4.117 in which the metric takes the form ds? =
A2 (du? + dv?) can be considered as a map from U C R? as a plane surface, to
M. This is an example of the most basic conformal map. As previously stated
in theorem 4.5.15, the coordinate patch in this case satisfies the equation,

Xy + Xop = 202H.

The conclusion of this theorem can be restated by saying that that surface in
isothermal coordinates is a minimal surface if and only if its coordinate patch
functions are harmonic in the usual Euclidean sense.

5.2.7 Definition Given an isothermal, conformal patch x(u,v), we call a
map y(u,v) a conjugate patch if it satisfies the Cauchy-Riemann equations

Xu =Yv;, Xo = "Yu- (554)

In complex variables, the real and imaginary parts of a holomorphic function
are conjugate harmonic functions. Given one of these, one can determine the
other by integrating the Cauchy-Riemann equations. In a similar way, given
an isothermal conformal patch, we may determine a conjugate patch and this
conjugate patch is also isothermal and conformal. The conjugate patches can
be rendered as the real and imaginary parts of a complex holomorphic patch.

5.2.8 Definition Given conjugate harmonic patches x and y, we define the
associated family to be the one-parameter family

z; = R[e (x + iy)] = (cost)x + (sint)y. (5.55)

5.2.9 FEuxistence of isothermal coordinates

The existence of isothermal coordinates is more subtle and requires some har-
monic analysis. Given {M, g} with a coordinate patch x(u,v), we seek a map
F(p) = (h(p), k(p)), in which the metric is isothermal. The condition that the
parametric curves be orthogonal means we must have (Grad h,Grad k) = 0.
Using the definition of the gradient 2.26, and recalling the components of the
inverse of the metric 4.85, we get

(Grad h, Grad k) = gag(Vh)*(Vk)?,
= (Vh)*(Vk)a,

1
= m[kU(Ghu — Fhy) + ky(Ehy — Fhy)],

= det(g) [k (Ghy — Fhy) — ky(Fhy — Ehy)]

The equation (Grad h, Grad k) = 0 holds if there exists a function A so that
ku = A(Fhy — Ehy),  ky = NGhe — Fhy).
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To get |Vk|> = Vh|?> we set A = 1/4/det(g). The integrability condition k,, =
kv yields the classical Laplace-Beltrami equation 4.86

9 [Ghu—Fhv] B {EhU—Fhu] B
VEG — F2 VEG —F2|

ou
Hence, the existence of non-trivial solutions is tied to the harmonic analysis on
the existence of solutions of the elliptic operator.
A more classical approach for the analytic case was obtained by Gauss by
the simple but ingenious method of factoring the first fundamental form ds? =
E du? + 2F dudv + G dv?,

+8U

F 1 iVEG _F? F_iVEG _F?
VEdu + THIWVEG VEdu + L WVEG
VE VE

The idea is to find coordinates h and k and a conformal factor A, such that

ds? = dv dv

ds® = N2 dh dk.

This would suffice, since having found h and k, one could set h = ¢ + i) and
k = ¢ — iyp. Following Eisenhart [19], let t; and t5 be integrating factors of the
system

F+ivEG — F?
tl (\/EdU‘f' Rl ¢

N dv) =dh = hy du + h, dv,

F—iVEG - F?
t <\/Edu Lo Nz dv> — dk = ky du + ky dv,

where A2 = 1/(t1t3). The first equation above is equivalent to,

F+iHd
tl\/E:hua t1< ;EZ >—hva

where H = /det(9) = VEG — F2. Solving for #; in the first equation and
substituting on the second, we get

ho(F +iH) = Eh,, (5.56)
Eh, — Fh,

On the other hand, multiplying the first equation above by F' — iH we get

ho(F? + H?) = E[F — iH]h,,
ho(F? + EG — F?) = E(F — iH)h,,,
EGh, = E(F —iH)h,,.
Hence
_ Fh, — Gh,

il 7 (5.58)
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The integrability condition A, = h,, for equations 5.57 and 5.58 gives again
the Laplace Beltrami equation

9 {Ghth] 9 {EhFhu] B
ou | VEG — F? VEG —F?2|

v
By a completely analogous computation, one can verify that k satisfies the same
integrability condition.
The existence of isothermal coordinates is closely related to the existence
of complex structures. Even for the case of 2-dimensional manifolds, if the
topological conditions on the metric are weakened, the problem is not simple

(See: [6]).

5.2.10 Exercise Let ds? = Edu® + 2F dudv + F dv? = v|dz + pdz|?, where
v>0,|p <1, and z = u +iv.

1) Substitute du and dv in terms of dz and dz. Equate coefficients to show
that,

1 1
p=(E—G+2Fi), v(l+pup) =5 (E+G).

2) Solve the quadratic equation for v and thus show that,

v = i(E+G+2\/EG—F2).

3) We want ds? = A\2dhdh = \?|dh|?, where h = h(z,%). Show that h exists if,
and only if, it satisfies the Beltrami equation

Oh Oh

9z Moz

5.2.11 Example Consider the unit sphere with ds? = d#? + sin® 0 d¢?. We
rewrite the metric as

1
ds* = sin® 0(———db* + d¢?),
sin“ 6
and set 1
du=——df, dv=de.
sin 0

Integrating, we see that the transformation
u=1In|tan()], v=¢.
gives the metric manifestly in isothermal coordinates
ds® = sin® 0(du® + dv?). (5.59)

The example is technically not complete since the conformal factor is not in
terms of the new variables. This is not hard to do, but the geometry will
become more clear in the context of the sterographic projection.
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5.2.4 Stereographic Projection

Consider the unit sphere S? : 22 + y? + 22 = 1. for each point P(x,y, z) on
the sphere, we draw a line segment from the north pole to P and extend the
segment until it intersects the xy-plane, viewed as a copy of the complex plane,
at point ( = X + ¢Y. By simple ratio and proportions of corresponding sides
of similar triangles, as partially shown in 5.8, we have,

x
X:
1—2’
:L, so that
1—-2
Tty
(= T (5.60)

The map 7 : S? — C projects each point P except for the north pole to
the unique complex number ( given by the equation above. The closer the
point P is to the north pole, the larger the norm of . This gives rise to the
geometric interpretation that under the stereographic projection, the north pole
correspond to the point at infinity in the complex plane. To find the inverse
7~ of the projection, first notice that:

x2+y2

(1—2)?

a:2+y2

G2t

22 +y? 4+ (1—2)?
(1-2)? ’

2 -2z

(1—2)%

2

1—2z

¢ =

C+1=

i-
6/2

Fig. 5.8: Stereographic Projection
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Combining that last equation with 5.60, we find the z, y and z coordinates on
the sphere,

Q) = (2,9, 2),
_ (<+c ¢-¢ c<—1>
CCH1d(CC+1) ¢C+1
The existence of the inverse map shows that the sphere is locally diffeomorphic
to the complex plane. If 1 represents the complex coordinate arising from the
stereographic projection from the south pole, then the transition functions on
the overlap of the coordinate patches is given by ¢ = 1/n and n = 1/(. Thus, S?
may be considered as a complex manifold called the Riemann sphere. In polar

coordinates X = Rcos¢, Y = Rsin ¢, so, by ratio and proportion applied to
similar triangles as in figure 5.8, we see that ||¢|| = R = cot(%), and hence

(5.61)

)e'?,
)e . (5.62)

¢ = cot(

v NI

1 = tan(

The short computation that follows gives the complex metric of the Riemann
sphere in terms of the standard metric in spherical coordinates.

¢ =—1 csc2(g)ei¢ df + i cot gei¢ do,
_ 1 . )
d¢ =~ ese?(8)e™"® df — i cot Se ' dg,

d¢d¢ = icsc‘l(g) dé? + cotQ(g) de?,
1

= ———(df? +sin® §d¢?).

4sin4(g)( sin” 0d¢”)

Using equation 5.62 again, we find:
1+¢¢=1+cot® & = csc?(§),

therefore, B
4d¢d
2 = % = d6? + sin® 0 dg?. (5.63)
(1+¢0)
This shows that the map is conformal. Looking back at equation 5.59 for the
metric of the sphere in isothermal coordinates given by the transformation

w=lntan(3)], v=¢,

set a = u — v, and

n=e* = tan(g)eﬂ"b.

Thus, we see that the transformation is effectively the stereographic projection
from the south pole. The complex version of the first fundamental form is called
the Fubini-Study metric of the Riemann sphere. If we let K be the function

K =1In(1+¢0), (5.64)



5.2. MINIMAL SURFACES 171

then we can write the components g of the complex metric as
g = 43485]:{.

This formula generalizes to CP", for which

K= ln(l + 6ijzi§j),

ds® = gijdzidij,

9i5 = 821’85]‘ K.
The function K is called the Kdhler potential. Let the 0 and 0 be the Dol-
beault operators that give the natural extension of exterior derivative in several

complex variables; that is, given a differential form if a = f,,dz! A dz7 for
multi-indices I and J, we define

Of 1, ok I\ g2J
804:671];’(12 ANdz' Ndz?,
Ja = %dzk ANdzt A dZ.

G
Then we obtain a natural, a non-degenerate 2-form

w, =100 K,
o d¢AdC

i 102 (5.65)
is called the Kdhler Form of the sphere S2. Some authors include a conventional
factor of 1/2, but the factor of ¢ is required for compatibility of the Hermitian and
the Riemannian structure. Thus, in terms of differential geometry structures in
dimension 2, this is as good as it gets. The two-sphere has a natural Riemannian
structure inherited by the induced metric from R?, a complex structure induced
by the stereographic projection, and a natural symplectic 2-form given by the
Kahler form above. This is summarized by saying that we have the structure
of a Kdhler manifold. As we will see later, the Kahler form 5.65 is at the center
of the construction of Dirac monopoles and instanton bundles.

The formulas for the stereographic projection 5.60 naturally extrapolate to
spheres in all dimensions. If the unit sphere S™ € R™*! is given by equation

@)+ @)+ + (@™ =1

then the coordinates X of the projection onto R™ from the north pole (0,0, ...,1)
are given by
2

iii =
X_l—x”‘H’ 1,...,n

In the case of the unit circle S*, the quantity ¢ is a real number. Since we are
using 6 as the azimuthal angle, we have the unconventional parametrization of



172 CHAPTER 5. GEOMETRY OF SURFACES

the unit circle z = sinf, y = cosf. Then the formulas for 7#—' and the metric

read:
2¢ -1 2¢
xr = 5 y = 5 =

G+1 +1 G +1
Hence, the substitution ( = cot(%) transforms integrals of rational functions
of sines and cosines into rational functions of (. This is the source of the now
infamous Weierstrass substitution, which is more commonly written in terms of
the polar angle, t = tan(g). It is by this method that one obtains the integral
5.67, and the neat formula

/CSCO df = In|tan(%)],

that often appear in the theory of curves and surfaces. The elegant Weierstrass
substitution is, for the wrong reasons, no longer taught as a technique of inte-
gration in the standard second semester calculus course. This author does not
disagree with those calculus reformers that pushed the topic out of the curricu-
lum at the time, but strongly disagrees with the reasons given to the effect,
that they never again encountered this in their work. There should have been a
geometer in the committee. The stereographic projection is the starting point
for the entire theory of spinors.

As an added bonus, if in equation 5.66 we pick ( = 2* to be any rational
number on the real line, the inverse stereographic map yields a rational point
in the unit circle with entries giving Euclid’s formula for Pythagorean triplets

( 2mn nz—m2>

do

dc. (5.66)

Fig. 5.9: Mercator Projection

5.2.12 Example Mercator Projection
Given a surface of revolution 4.7 with metric

ds* = (14 ) dr* + r* d¢?,

o [14+ /7

7"2 dr? + d¢?| ,

=T
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we set

This is a conformal map into a plane with Cartesian coordinates (Z,¢) in which
the meridians map to & =constant, and the horizontal circles on the surface of
revolution map to parallels i =constant. In particular, for a sphere in which
f(r) = Va? — r2, the substitution r» = asin 6 yields

g:/seco df =In|tan($ + Z)|. (5.67)

Comparing with equation 4.23, we see that in this projection, loxodromes on
the sphere map to straight lines on the plane. The projection is more faithful
near the equator as shown in figure 5.9. The map is depicted with a four-color
scheme, which it is always possible because of a famous theorem.

5.2.5 Minimal Surfaces by Conformal Maps

Consider a surface {M, g} with coordinate patch x(u,v). Let ¢ = u + iv,
and ¢ = u — v, so that d¢ = du+idv, d( = du —idv. The composite map gives
the patch as B B B B

x(¢,0) = (2'(¢,€),2%(¢,0),2°(¢. Q) ),

The complex derivative with respect to ¢ of the patch is given by:

ox .

Xe = 6—< = %(Xu — iXy),
_ (Lwl 9z” st)
=Uac» 8¢ ac )
= (mé,x%,x%)

Let ¢ = 2x¢, and i 4(x¢,x¢). Since we have chosen ¢ to depend only on (,
we have 8qu =0, so ¢ is holomorphic. We have the following theorem:

5.2.13 Theorem A holomorphic patch x is isothermal if and only if
¢? = (¢)" + (¢))* + (¢°)? = 0. (5.68)
Proof The proof is by direct computation.
¢* = 4(9x/0¢, 9%/ 0Q),
= (Xy — Xy, Xy — 1Xy),

= (Xuaxu) - (Xvaxv) - Qi(Xu,Xv),
=F — G — 2iF.
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The theorem follows because in a isothermal patch, £ = G and F = 0, so
¢? =0.

5.2.14 Remark The function ¢ is a complex function, so we must be careful
not to confuse ¢? as defined above with |¢ | = ¢¢. The latter is given by

|¢|2 = 4(XC,§C),
= (Xy — Xy, Xy + 1Xy),
= (meu) + (mev)a

= E+G, (5.69)

so if the patch is isothermal, E = G = 1[¢ |2

We now have a process to construct minimal surfaces. We need to find a
holomorphic patch ¢ with ¢? = 0. To construct such patches we introduce a
special class of complex curves.

5.2.15 Definition A complex curve ¢ : U C C — R? is called a minimal
curve or an isotropic curve if the differential of arc length

ds* = (de')? + (dz?)? + (d2®)? = 0.

To find such curves we once again we take advantage of the wonderful ingenuity
of the leading mathematicians in the 1800’s. Factoring over the complex, we
have

(det + i dx?)(dz' —ida?) + (dz®)? = 0,
(da' +ida?)(dxt —ida?) = —(da?)?,
dx' + i dx? da®
dz3 dx' —idx?

Setting the left hand side equal to some function —7 we get a pair of differential
equations

dz' dx? B
i
dat n dx? 1
—ti—=—.
dz? drz3 T
If we add the two equations we get:
dzt 1
i
dz3 7
_ 1— 72
T )
dat da?

1—72 27"
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Subtracting the equations instead, we get:

Qz'd—xQ:—T—l
dz3 T’
_ 1472
S—
dxt _dac3
A= R =E

Thus, we are lead to the following equation:

dx! dx? dx?
= =—=F(r)dr 5.70
1—72  i(1+72?) 27 (7) (5.70)
for some arbitrary analytic function F'. At the end, we want real geometric
objects, so we integrate and extract the real part.

ot = §R/z(l — 2 F(7) dr,
22 = %/zi(l +72)F(7) dr,
=R / ’ 27F (1) dr. (5.71)

This choice of coordinates satisfies the condition ¢? = 0 for an isothermal patch.
Although a bit redundant, this can be verified immediately.

¢=F1—7%i(1+7%),27)
¢* = F (1 -7+ (1 +77)% +47°] = 0.

Equations 5.71 are the classical Weierstrass coordinates from which one ascer-
tains that a holomorphic function F(7) gives rise to a minimal surface.

Fig. 5.10: Enneper Surface

5.2.16 Example Enneper surface
This is the surface corresponding to a Weierstrass patch with the simplest, non-
trivial holomorphic function, namely a constant F'(7) = a which choose to be
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a = 3. The surface was discovered by Enneper in 1864. Integration of 5.71 with
F(7) = 3 gives,

= R37 — 1) = 3u + 3uv® — u?,

2=R[i(37 4+ 7%)] = —3v — 3uPv + 03,

23 = R(37%) = 3(u? — v?),

T
T

resulting in the coordinate patch
x(u,v) = (3u + 3uv? — u®, —3v — 3u?v + 03, 3(u? — v?)). (5.72)
If one sets 7 = re? a polar coordinate parametrization is obtained
x(r, ) = (3r cos ¢ — 13 cos 3¢, —3rsin ¢ — 3r° sin 3¢, 3r% cos 2¢). (5.73)

Figure 5.10 shows some Enneper surfaces, the first with u and v ranging from 0
to 1.2 and the second for r € [0,2], ¢ € [r,n]. The surface is self-intersecting if
the range is big enough. In the polar parametrization K = —(4/9)/(1 + r?)~*
and of course H = 0. Using an advanced algebraic geometry technique called
Grobner basis, one can eliminate the parameters and show that the surface
is algebraic, and that it can be written implicitly in terms of a ninth degree
polynomial. As will be discussed later in equation 5.79, there is an alternate
way to write the Weierstrass parametrization. In this alternate formulation, the
classical Enneper surface is generated by f =1 and ¢ = 0. A generalization of
the Enneper surface is obtained by taking g(o) = o™, where n+1 is the number
of “flaps” bending up. The surface on the right of figure 5.10 corresponds to
the case n = 3.

Setting r =constant in the polar form of the Enneper surface, we get curves
that are not spherical curves, but they are close. On the left of Figure 5.11 we
display the intersection of an Enneper surface with a sphere.

Fig. 5.11: Baseball Seam

This raises the fun problem of finding a curve that is actually spherical and
resembles the seam of a tennis ball or a baseball. We explore this possibility
with a curve of the form

x(r,¢) = (acos ¢ — bcos 3¢, asin ¢ + bsin 3¢, ¢ cos 2¢),
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and requiring it to have a constant norm. A short computation using the sum
and half-angle formulas for cosine, gives
x| = a® 4 b* — 2abcos 4¢ + c* cos® 26,

=a?+ b’ - 2abcos 4o+ < (1 + cos4¢),

=a?+ b+ ¢ 7 + (5 — 2ab) cos 4¢.
To make this length constant, independently of ¢, we set ¢ = 4ab, which
remarkably, leads to the norm being a perfect square ||x||? = (a + b)2. A nice
choice leading to all integer coefficients is a = 9, b = 4 which gives ¢ = 12. The
graph shown on the right in figure 5.11 shows that this results on a reasonable
shape for the seam of a baseball. Personally, I find this more gratifying than

the baseball I hand-made as a kid because I could not afford one. I lost that
ball in the first pitch when an older boy hit a home run into a pig sty.

5.2.17 Example Catenoid

As we would expect, the ubiquitous catenoid can be obtained from the Weier-
strass parametrization. Anticipating a coordinate patch with cosh functions,
we choose F(7) = —a/7? and then let 7 = ¥ = e“T. Integration, followed by
an application of the summation formulae for hyperbolic functions, we get:

=—a%/ (1/7%) —1] d

=—aR[(-1/7)— 7],
=aR [+ e "] = aR [coshw],
= a R [cosh(u + iv)],

= acoshucoswv.

In a similar manner,

z? = fa%/i[(l/ﬁ) + 1] d7],

= —aR {i[(-1/7) +7)]},
= —aR {i[e¥ —e ]} = —aR[isinhw],
= —aR [isinh(u + iv)],

= a coshusinv.
The last integration is a one-liner
2% = —2a R[In 7] = —2a R(w) = —2au.
The result is the catenoid

x(u,v) = (acoshucos v, acoshusinv, —2au).

5.2.18 Example Henneberg Surface



178 CHAPTER 5. GEOMETRY OF SURFACES

Fig. 5.12: Henneberg Surface

This surface was discovered in 1875 by the German mathematician Lebrecht
Henneberg. The surface can be obtained from Weierstrass coordinates 5.71 by
choosing F(7) = 1—1/7% and then letting 7 = e* = %", In a manner similar
to the computation above, we integrate the equations and follow by an applying
the summation formuleefor hyperbolic functions.

ol = %/[(1 — (1 - 1/7Y] dr,
= §R/[1 +1/72 =12 = 1/7%)] dr,

= R[(r—1/7) = (1/3)(r* = 1/7%),]

= 2% [sinhw — (1/3) sinh 3w],

= 2R [sinh(u + iv) — (1/3) sinh 3(u + iv)],
= 2sinhucosv — (2/3)(sinh 3u cos 3v).

The integral for 22 gives ,

22— R /i[(1+72)(1 — 1/ dr,

=R /z[l — 1/ + 7% -1/ dr,

= RA{l(r+1/7)+ 1/3)(7° + 1/7)]},

= 2% {i[coshw + (1/3) cosh 3w]},

= 2% {i[cosh(u + iv) + (1/3) cosh 3(u + iv)]},
= —2sinhusinv — (2/3)(sinh 3u sin 3v).
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The last integration is a bit simpler

3 %/[27‘(1 —1/m)] dr,

:%/27—2/7

= R[> +1/7%)],
= 2§R [cosh 2w],
= 2R [cosh 2(u + iv)],

= 2 cosh 2u cos 2v.

Neglecting the factor of 2 and using a common abbreviation for the hyperbolic
functions, the result is:

x(u,v) = (sh wcosv—3(sh 3ucos 3v), —sh usinv— } (sh 3usin 3v), ch 2u cos 2v).

The curve given by v = 0 is a geodesic in the shape of a semicubical parabola
which is the intersection of the surface with the plane y = 0. This is a reflection
of the fact the a Hennerberg surface is a Bjorling surface, that is, a minimal
surface that contains a given curve with prescribed normal. It turns out that
the Hennerberg surface is a model representing an immersion in R3 of the
projective plane.

The curvature for a minimal surface in Weierstrass coordinates can be cal-
culated from equation 4.118. Using the fact that E = G = $|¢|?, we have,

6=FQ1—7%41+7%),27),

]2 = [FP[(1 = 7)1 =72) + (1 + 72) (1 + 72) + 477],
= |F|?(2 4 2772 + 477),
=2|F*(1 + |7]*)%

The conformal factor is £ = A% = %\¢|2, so the Gaussian curvature is given by

K:—ﬁvz(ln)\)
1 02
= —d3g 5o (| FI(1 + 7)),
VA NGRS SN )
= /\28*872]“ n e
VAR R}
X2 grort o TITEb
10, 7
= e wmlar
1 (1+77) — 77 1

X1+ 72 T R+ |22
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So, the result is,

—4 —4

K == = .
[FPA+ P~ PP+ +0?)?

(5.74)

There is an equivalent formulation of Weierstrass parametrization that also
appears frequently in the literature. From equation 5.68, the holomorphic patch
x is isothermal if

(61)? + (6*)* + (¢°)* = 0. (5.75)

Proceeding along the same lines as in the computation of isotropic coordinates,
we have

(9" +i¢?) (¢! —ig”) = —(¢%)?,

1 42\ _ (¢°)?
(" +ip”) = @ —id?) (5.76)
Set e
f=(¢ —i¢”), g= m (5.77)

Here, f is holomorphic, g is meromorphic, but fg? = —(¢'+i¢?) is holomorphic.
Since we also have fg = ¢, we can easily solve for the components of ¢ in terms
of f and g. The result is,

6 =300 ),
F = 2f0+ ),
¢° = fg. (5.78)

Since ¢ = x,, — iX,, we are led to an alternative Weierstrass parametrization
z 1 9
r=% [ o)1~ gl0)) do,
%4
=% [ S50+ glo?) do,
c= R / F(0)g(0) do. (5.79)

For easy reference, we denote this parametrization by the notation x = W(f, g).
To see the relationship to the equations 5.71, consider the case when g is
holomorphic and ¢! is holomorphic. Then, can use g as the complex vari-
able, and we set ¢ = 7, so that dg = dr. Let F = %f/j—g = %f%‘;. Then
F(7)dr = % f(0)do and we have recovered equation 5.71. Choosing minus the
imaginary parts in equation 5.79 yields conjugate minimal surfaces, given by
the conjugate harmonic patch y as defined by equation 5.54.

A remarkable result can be obtained as follows. As a complex variable, g
can be mapped into the unit sphere S? by the inverse stereographic projection



5.2. MINIMAL SURFACES 181

(See equation 5.61)
_ +9, _Z(g_g)vgg_l)
~g) = (9
) (99 +1)

On the other hand, the real and imaginary parts of ¢ = x,, — ix,, comprise two
orthogonal tangent vectors to the surface. We compute the dot product

f

(5.80)

(9,77"g) = gD PNg+9) + 1 +9¢3)(g-9) +9(lg? - 1),
= 2(99f+1)[(9+9) +(9-9) —gd*(g+7—g+79) + 299> - 29],
= s 2 )

=0.

We conclude that 77 !g is a unit normal to the surface, and thus we have the
following theorem,

5.2.19 Theorem If x(¢,() is an isothermal holomorphic patch with ¢ =
2X; = X, — iXy, then the function g = ¢?/(¢! — i¢?) in the Weierstrass
parametrization W(f, g) of a minimal surface, is the stereographic projection 7
of the Gauss map. That is,

moN =g, (5.81)

where as usual, N = (x, X X,)/||xu X x|
Rewriting the expression for the Gaussian curvature 5.74 in terms of f and g,
we get,

gl
K= [|f|(1+|g|2)}' (5:82)

We see immediately that the one-parameter family of associated patches z;
given by _

z; = R(e" ), (5.83)
results on a family of isometric minimal surfaces. This provides another way to

view the deformation of a catenoid into a helicoid described earlier in equation
4.116.

5.2.20 Example Bour surface

The surface W(f, g), with f = 1 and g = /o was first discussed in 1861 by Bour,
who subsequently was awarded the mathematics prize of the French Academy
of Sciences. The integrals are completely elementary,

xlzéiﬁ/ (1—0)do=%§)?[z—%22],

z? = iR / (1+0)do= %?R[z+%z2],
z? = %3‘3[23/2].
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E

a) Bour Surface b) Trinoid

Fig. 5.13: Bour and Trinoid Surfaces

Converting to polar form, we get the parametrization.
x(r,¢) = (%7’ cos ¢ — }17“2 cos 2, —%r sin ¢ + %rz sin 2¢, %r?’/Q cos(%(b).) (5.84)
The surface in rendered in figure 5.13a, with r € [0,4].

5.2.21 Example Trinoid surface

This surface is part of family of surfaces indexed by f = ﬁ, g = ok 1,

where k = 2,3.... These remarkable surfaces have neat topologies discovered
by Jorge and Meeks in 1983. The binoid case k = 2 is just a catenoid. The
trinoid corresponds to k = 3. The integrals for the trinoid yield the following
parametrization

2 z 1
LRl —Zln(z—-1)4+ —=2 4 " In(2? 1
x 3‘%{ 5 n(z )+6(22+z+1)+9 n(z*+z+1)|,
1 1 z+2
2_ _ - —2V3tan" (L (224+1))].
“ 9jm{z—1+2(z2+z+1) Vatan (7522 1)

where z = u + iv. The algebra involved in finding the real coordinate patch
is messy, so the task is best left to a computer algebra system. Converting to
polar coordinates by letting z = re’® improves rendering the surface plot. As
shown in the portion of the surface figure 5.13b, the surface has three openings,
meaning that the Gauss map misses three points on S2. In the same manner,
the k-noid is topologically equivalent to a sphere with k points removed.

For convenient reference, we include the following table showing the choices
of f and g yielding the listed minimal surfaces.
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f g Surface Author, Date
—e/2,t=0 e~ | Catenoid Euler, 1740

—e/2 t=7x/2 | e | Helicoid Meusnier, 1770
2/(1—0?%) o Scherk Scherk, 1834

1 Vo | Bour Bour, 1861

1 o Enneper Enneper, 1863
2(1—-07%) o Henneberg | Henneberg, 1875

(0% —1)72 o? Trinoid Jorge and Meeks, 1983
) A/ | Costa Costa, 1996

If T had to pick a minimal surface to represent the “orchid” which is the
national flower of my native country, I would pick the Costa surface. This
surface was not discovered until 1982, triggering a renewed interest on minimal
surfaces with non-trivial topologies. A parametrization was not produced until
1996. The integrals involve Weierstrass elliptic functions, which probably would
have been most pleasing to Weierstrass, but requires more advanced knowledge
than is typically covered on introductory courses on complex variables. The
Weierstrass elliptic function g(z) is implemented in Maple as,

2z —w?

900)
00|
700
600
50
40
30
2
o
0 1 2

Fig. 5.14: Weierstrass Elliptic Function

1 1 1
WeierstrassP(z, g2, g3) = ;5747253 < u}). (5.85)

The functions g are meromorphic with a pole of order 2 at the origin. They
are doubly periodic over an arbitrary lattice {w = 2mw; + 2nws| m,n € Z}
with periods w; and wy. The quantities g2 and g2 are called the invariants and
are related to wy and ws. In the Maple implementation, the periods are set to
w) = wg = %, which does not result in any real loss of generality. A salient
property of the invariants is that they link p to the cubic differential equation

(©)? = 4(p)* — 920 — g3. (5.86)

Costa’s surface is generated by setting f = p and g = A/p’.

Following Alfred Grey, as shown in Eric Weisstein’s Wolfram Mathworld
[40], we pick g, = 189.07272, g3 = 0 and A = /27ge. As we have done before,
we first try simply inserting the choices of f and g into W(f, g), integrating
with maple with the substitution z = u + iv, and then extracting the real part.
The result is a bit disconcerting as one obtains expressions with Weierstrass ¢
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Fig. 5.15: Costa’s Minimal Surface

function with very large coefficients of the order of 106. The problem becomes
immediately clear by observing a plot of the real part g as shown in figure
5.14. The W(f,g) coordinates are integrated by default from 0 to z, so the
problem is caused by the pole of order 2 at the origin. Still, one may persist
by proceeding to plot the surface by restricting the values of v and v to stay
away from the singularities. We chose the ranges to go from 0.02 to 0.98.
Surprisingly, Maple takes some time to compute, but it renders the beautiful
flowery-shaped curve that appears at the left on figure 5.15. While aesthetically
pleasing, the figure is topologically inaccurate. A much more rigorous analysis
such as done by A. Grey in deriving the coordinates quoted at the Mathworld
site, lead to the widely diffused picture of Costa’s surface that appears on the
right. Costa’s surface is topologically equivalent to a torus (genus=1) with
three points removed.



Chapter 6

Riemannian Geometry

6.1 Riemannian Manifolds

In the definition of manifolds introduced in section 4.1, it was implicitly as-
sumed manifolds were embedded (or immersed) in R™. As such, they inherited
a natural metric induced by the standard Euclidean metric of R", as shown in
section 4.2. For general manifolds it is more natural to start with a topological
space M, and define the coordinate patches as pairs {U;, ¢;}, where {U;} is an
open cover of M with local homeomorphisms

¢i:U; C M — R™

If p € U;NUj is a point in the non-empty intersection of two charts, we require
that the overlap map ¢;; = (biqﬁj_l : R™ — R™ be a diffeomorphism. The local
coordinates on patch {U, ¢} are given by (z!,...,2"), where

' =ulo ¢,

and 1’ : R™ = R are the projection maps on each slot. The concept is the same
as in figure 4.2, but, as stated, we are not assuming a priori that M is embedded
(or immersed) in Euclidean space. If in addition the space is equipped with a
metric, the space is called a Riemannian manifold. If the signature of the metric
is of type g = diag(1,1,...,—1,—1), with p ‘+’ entries and ¢ ‘-’ entries, we say
that M is a pseudo-Riemannian manifold of type (p,q). As we have done with
Minkowski’s space, we switch to Greek indices z* for local coordinates of curved
space-times. We write the Riemannian metric as

ds® = g, da*dz". (6.1)

We will continue to be consistent with earlier notation and denote the tangent
space at a point p € M as T, M, the tangent bundle as T'M, and the space of
vector fields as 2" (M). Similarly, we denote the space of differential k-forms
by QF(M), and the set of type (%) tensor fields by 7, (M).

185
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Fig. 6.1: Coordinate Charts

Product Manifolds

Suppose that M7 and Mo are differentiable manifolds of dimensions m; and
my respectively. Then, M; x M, can be given a natural manifold structure of
dimension n = my + ms induced by the product of coordinate charts. That is,
if (¢, Ui, ) is a chart in M; in a neighborhood of p, € My, and (¢;,,U;,) is a
chart in a neighborhood of p, € My in My, then the map

¢i1>< ¢i2 : Uilx Uiz —R"

defined by
(¢i1>< ¢i2)(p17p2) = (¢i1(p1)7 ¢i2(p2))7

is a coordinate chart in the product manifold. An atlas constructed from such
charts, gives the differentiable structure. Clearly, M; x M5 is locally diffeomor-
phic to R™ x R™2. To discuss the tangent space of a product manifold, we
recall from linear algebra, that given two vector spaces V and W, the direct
sum V @& W is the vector space consisting of the set of ordered pairs

VoW ={(v,w):veV, weW},
together with the vector operations

(v1,w1) + (ve, w2) = (v1 + Vo, w1 +wsy), forall, vi,va € V; wi,wy €W,
k(v,w) = (kv,kw), forall ke R

People often say that one cannot add apples and peaches, but this is not a
problem for mathematicians. For example, 3 apples and 2 peaches plus 4 apples
and 6 peaches is 7 apples and 8 peaches. This is the basic idea behind the direct
sum. We now have the following theorem:

6.1.1 Theorem Let (p,,p,) € My X Ms), then there is a vector space iso-
morphism
Tip, p,) (M1 x Ms) =T, My ® T, Mo.
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Proof The proof is adapted from [18]. Given X; € T, My and Xo € T, Mo,
let

x1(t) be a curve with z1(0) = p, and z7(0) = X1,
x2(t) be a curve with z2(0) = p, and x5(0) = Xo.

Then, we can associate
(Xl, Xg) (S T’p1 M, & sz Mo

with the vector X € T{,, , )(M1 x M>), which is tangent to the curve z(t) =
(z1(t),z2(t)), at the point (p,,p,). In the simplest possible case where the
product manifold is R2 = R! x R!, the vector X would be the velocity vector
X = 2'(t) of the curve z(t). It is convenient to introduce the inclusion maps

ipz: M,y
(My x My)
ip,: My
defined by,

ip(P) = (P, p,), forpe M,
ipl(q) = (p17Q)’ for q € M2

The image of the vectors X; and X5 under the push-forward of the inclusion
maps

T, o) (M1 x M>)
ip, : Ty, Mo,
yield vectors X; and X, given by,
ip,«(X1) = X1 = (2 (t), p,),
ip «(X2) = X
Then, it is easy to show that,
X =1p,(X1) +ip, «(X2).
Indeed, if f is a smooth function f : M; x Ms — R, we have,

d

X(f) = %(f(xl(t)’l?(t))‘t:oa
= %(f(xl(t),xz(O))L:O + %(f(xl(O),mg(t))h:m

= X1(f) + X2(f).
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More generally, if
@ : My x My — N

is a smooth manifold mapping, then we have a type of product rule formula for
the Jacobian map,

PuX = uip,«(X1)) + ¢u(ip, « (X2)),
= (poip,)e X1+ (poip, )Xo (6.2)

This formula will be useful in the treatment of principal fiber bundles, in which
case we have a bundle space E, and a Lie group G acting on the right by a
product manifold map u: E x G — E.

6.2 Submanifolds

A Riemannian submanifold is a subset of a Riemannian manifold that is
also Riemannian. The most natural example is a hypersurface in R". If
(x',22...2") are local coordinates in R™ with the standard metric, and the
surface M is defined locally by functions z° = z¢(u®), then M together with
the induced first fundamental form 4.12, has a canonical Riemannian structure.
We will continue to use the notation V for a connection in the ambient space
and V for the connection on the surface induced by the tangential component

of the covariant derivative
VxY =VxY + H(X,Y), (6.3)

where H(X,Y) is the component in the normal space. In the case of a hyper-
surface, we have the classical Gauss equation 4.74

WXY = ny+II(X,Y)N (6.4)
= VxY+ < LX,Y > N, (6.5)

where LX = —VxN is the Weingarten map. If M is a submanifold of codi-
mension n — k, then there are k£ normal vectors N, and k classical second
fundamental forms I, (X,Y), so that H(X,Y) =, I1;(X,Y)N.

As shown by the theorema egregium, the curvature of a surface in R? depends
only on the first fundamental form, so the definition of Gaussian curvature as
the determinant of the second fundamental form does not even make sense in-
trinsically. One could redefine K by Cartan’s second structure equation as it
was used to compute curvatures in Chapter 4, but what we need is a more gen-
eral definition of curvature that is applicable to any Riemannian manifold. The
concept leading to the equations of the theorema egregium involved calculation
of the difference of second derivatives of tangent vectors. At the risk of being
somewhat misleading, figure 4.95 illustrates the concept. In this figure, the vec-
tor field X consists of unit vectors tangent to parallels on the sphere, and the
vector field Y are unit tangents to meridians. If an arbitrary tangent vector Z
is parallel-transported from one point on an spherical triangle to the diagonally
opposed point, the result depends on the path taken. Parallel transport of Z
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Fig. 6.2: R(X,Y)Z

along X followed by Y, would yield a different outcome that parallel transport
along Y followed by parallel transport along X. The failure of the covariant
derivatives to commute is a reflection of the existence of curvature. Clearly, the
analogous parallel transport by two different paths on a rectangle in R™ yield
the same result. This fact is the reason why in elementary calculus, vectors are
defined as quantities that depend only on direction and length. As indicated,
the picture is misleading, because, covariant derivatives, as is the case with
any other type of derivative, involve comparing the change of a vector under
infinitesimal parallel transport. The failure of a vector to return to itself when
parallel-transported along a closed path is measured by an entity related to the
curvature called the holonomy of the connection. Still, the figure should help
motivate the definition that follows.

6.2.1 Definition On a Riemannian manifold with connection V, the curva-
ture R and the torsion T" are defined by:

R(X,Y)=VxVy —VyVx — Vixy] (6.6)
T(X,Y)=VxY — Vy X — [X,Y]. (6.7)

6.2.2 Theorem The Curvature R is a tensor. At each point p € M, R(X,Y)
assigns to each pair of tangent vectors, a linear transformation from 7, M into
itself.
Proof Let X,Y,Z € 2 (M) be vector fields on M. We need to establish that
R is muiltilinear. Since clearly R(X,Y) = —R(Y, X)), we only need to establish
linearity on two slots. Let f be a C*° function. Then,
R(fX,Y)=VixVyZ —-VyVixZ—VitxvZ
= fVxVyZ - Vy(fVX)Z - Visxy_v(sx) %
=fVxVyZ -Y(IVX)Z — fVyVxZ = VixyZ +V v (nHx+svx)Z,
=fVxVvyZ-Y(f)Vx)Z — fVyVxZ — fVxyZ+ Vy(f)XZ + VfYXZ,
=fVxVyZ -Y(f)Vx)Z — fVyVxZ - fVxyZ+Y(f)VxZ + fVyxZ,
=fVxVyZ — fVyVxZ - f(VxyZ - Vyx)Z,
= fR(X,Y)Z.
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Similarly, recalling that [X,Y] € 2", we get:
R(X,Y)(fZ2)=VxVy(fZ) - VyVx(fZ) - Vix v |(f2),
=Vx(Y(N)2)+ fVyZ) = Vy(X(Z + fVx2Z) - X, YI(/)Z) - fVixxZ,
=XY(f)Z)+Y(/IVxZ+X(f)VyZ + fVxVyZ—
YX(HZ) - X(NHVyZ-Y(/)VxZ - fVyVxZ—
(X, YI(N)Z) - fVx,v(2),
= fR(X,Y)Z.
We leave it as an almost trivial exercise to check linearity over addition in all
slots.

6.2.3 Theorem The torsion T is also a tensor.
Proof Since T(X,Y) = —T(Y, X), it suffices to prove linearity on one slot.
Thus,

T(fX,Y)=VfXY =Vy(fX)-[fX,Y],
= VXY —Y()X — fVy X — fXY + Y (fX),
= VXY —Y(f)X — fVy X — fXY + Y (f)X + fY X,
= [VxY — [VYX — f[X,Y],
= fT(X.Y).

Again, linearity over sums is clear.

6.2.4 Theorem In a Riemannian manifold there exist a unique torsion free
connection called the Levi-Civita connection, that is compatible with the metric.
That is:

[X,Y]=VxY — VyX, (6.8)
Vx <Y, Z>=<VxY,Z>+<Y,VxZ>. (6.9)

Proof The proof parallels the computation leading to equation 4.76.Let V be
a connection compatible with the metric. By taking the three cyclic derivatives
of the inner product, and subtracting the third from the sum of the first two
(a) Vx <Y, Z>=<VxY,Z>+<Y,VxZ >,
() Vy<X,Z>=<VyX,Z>+<X,VyZ>,
(C) Vz <X, Y >=<VzX,Y >+ < X,VzY >,
(a)+ () —(c)=<VxY,Z>+<VyX,Z>+<[X,Z,Y >+ <[Y,Z],X >
=2< VY, Z>+<[V,X,Z>+<[X,Z],Y >+ <[Y,Z],X >

Therefore:
<VxY,Z>=4{Vx <Y, Z>+Vy <X, Z>-Vz < X,Y >
+<[X,Y),Z>+<[Z,X],Y >+<[Z,Y], X >}. (6.10)

The bracket of any two vector fields is a vector field, so the connection is unique
since it is completely determined by the metric. In disguise, this is the formula
in local coordinates for the Christoffel symbols 4.76. This follows immediately



6.2. SUBMANIFOLDS 191

by choosing X = 9/0z%, Y = 9/0x® and Z = 0/0z". Conversely, if one
defines VxY by equation 6.10, a long but straightforward computation with
lots of cancellations, shows that this defines a connection compatible with the
metric.

As before, if {e, } is a frame with dual frame {6%}, we define the connection
forms w, Christoffel symbols I' and torsion components in the frame by

Vxeg = wryﬁ(X) €y (6.11)
Veses =15 €y, (6.12)
T(earep) =T 5 € (6.13)

As was pointed out in the previous chapter, if the frame is an orthonormal
frame such as the coordinate frame {0/9x#} for which the bracket is zero, then
T = 0 implies that the Christoffel symbols are symmetric in the lower indices.

Y . )
17,5="070; T, =0.

For such a coordinate frame, we can compute the components of the Riemann
tensors as follows:
R(ey,ep) e5 = Ve Veses — Ve, Ve es,
= Ve, (I'§sea) = Ve, (I5€0),
=TG5 ea + 5T en — 95 gea — T35 00,
=86, =TG5 + Thsl5 — ng Sulea
= R% s €as

where the components of the Riemann Tensor are defined by:

o _ 1 « n o L o
R%.5 = U5y — Ty s + Tpsl5 — T, I (6.14)

Let X = X*e, be and o = X,0" be a covariant and a contravariant vector
field respectively. Using the notation V, = V., it is almost trivial to compute
the covariant derivatives. The results are,

VX = (Xf,?if +XVF“&,)€“,
Vga = (Xu,[j - X”F”BH)H“, (6.15)
We show the details of the first computation, and leave the second one as an
easy exercise
VX = Vs(XFey), (6.16)
= X'ge, + XPTY e5, (6.17)
= (X‘;J, + X"T¥ g, )e,. (6.18)
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In classical notation, the covariant derivatives X* 3 and X, 3 are given in
terms of the tensor components,

Xtyp = X5 + X5,
XNHﬂ ZXM’ﬁ —Xl,l—wgﬂ. (6.19)

It is also straightforward to establish the Ricci identities

XH”O‘ﬁ - XMHﬂOz = XVRHVOtﬁ7
Xullap = Xujpa = —Xu R jap- (6.20)

Again, we show the computation for the first identity and leave the second as
a exercise. We take the second derivative. and then reverse the order,

VaVsX = Va(Xen + X T s0e,),

= X'y en+ XHToues + XVOTY ep + X'Th, Jen + X T4 T2 €5,
VaVpX = (X%, + X5Th, + X%Th, + X'Th, 4+ X T3, ey,
VsVaX = (X" 5+ XTh, + X5T0, + XTE, o+ X To,Ths)ep.

Subtracting the last two equations, only the last two terms of each survive, and
we get the desired result,

QV[QVB] (X) = XU(Fgu,a - FZV,B + Fgurgé - Fgurgé)elﬂ

QV[avg](X“e#) = (XVRMDOLB)e,LL‘

In the lietrature, many authors use the notation Vg X* to denote the covariant
derivative X*| 4, but it is really an (excusable) abuse of notation that arises
from thinking of tensors as the components of the tensors. The Ricci identities
are the basis for the notion of holonomy, namely, the simple interpretation that
the failure of parallel transport to commute along the edges of an rectangle,
indicates the presence of curvature. With more effort with repeated use of
Leibnitz rule, one can establish more elaborate Ricci identities for higher order
tensors. If one assumes zero torsion, the Ricci identities of higher order tensors
just involve more terms with the curvature. It the torsion is not zero, there are
additional terms involving the torsion tensor; in this case it is perhaps a bit
more elegant to use the covariant differential introduced in the next section, so
we will postpone the computation until then.

The generalization of the theorema egregium to manifolds comes from the

same principle of splitting the curvature tensor of the ambient space into the
tangential on normal components. In the case of a hypersurface with normal



6.2. SUBMANIFOLDS 193

N and tangent vectors X,Y, Z, we have:

R(X,Y)Z=VxVyZ-VyVxZ—-VixvZ

=Vx(VyZ+ < LY,Z>N)—-Vy(VxZ+ < LX,Z>N)-Vx v %
VxVeZ+ < LX,VyZ>N+X<LY,Z>N+<LY,Z>LX~—
VyVxZ—<LY,VNyZ>N-Y <LX,Z>N—-<LX,Z>LY~—
Vix,v1Z— < L([X,Y]),Z > N,
VxVeZ+ < LX,VyZ>N+X<LY,Z>N+<LY,Z>LX~—
VyVxZ—<LY,VNyZ>N-Y <LX,Z>N—-<LX,Z>LY~—
Vix,v1Z— < L([X,Y]),Z > N,

=VxVyZ+ < LX,VyZ >N+ <VxLY,Z>N+<LY,VNxZ >N+<LY,Z>LX—
VyVxZ— < LY,VyZ>N—-<VyLX,Z>N—-<LX,VyZ>N—-<LX,Z>LY~—
Vix,v1Z— < L([X,Y]),Z > N,

=R(X,Y)Z+ < LY,Z>LX—-<LX,Z>LY+
{<VxLY,Z>—-<VyLX,Z>— < L([X,Y]),Z >}N.

If the ambient space is R", the curvature tensor R is zero, so we can set the
horizontal and normal components in the right to zero. Noting that the normal
component is zero for all Z, we get:

R(X,Y)Z+ < LY,Z>LX— <LX,Z>LY =0, (6.21)
VxLY — VyLX — L([X,Y]) = 0. (6.22)

In particular, if n = 3, and at each point in the surface, the vectors X and Y
constitute an a basis of the tangent space, we get the coordinate-free theorema
egregium

K=<RX,Y)X,)Y >=< LX, X >< LY,)Y > - < LY, X >< LX,Y >=det(L).
(6.23)
The expression 6.22 is the coordinate-independent version of the equation of
Codazzi.

We expect the covariant definition of the torsion and curvature tensors to be
consistent with the formalism of Cartan.

6.2.5 Theorem Equations of Structure.

0% = df* +w N O°, (6.24)
Q% = dw + W AW, (6.25)

To verify this is the case, we define:

T(X,Y) = 0%(X,Y)eq, (6.26)
R(X,Y)es = Q% (X,Y)eq. (6.27)

Recalling that any tangent vector X can be expressed in terms of the basis as



194 CHAPTER 6. RIEMANNIAN GEOMETRY

X = 0%(X) ey, we can carry out a straight-forward computation:
O%(X,Y) ea =T(X,Y) = VxY — Vy X — [X,Y],
= Vx(07(Y)) ea = Vy (0°(X)) ea — 0°([X, Y]) €a,
= X(0%(Y)) ea +0%(Y) w0 (X) eg — Y(0%(X)) ea
—07(X) Wa(Y) s — 07([X,Y]) ea,
= {X(0°(Y)) = Y(6°(X)) = 0°([X, Y]) + w3(X)(67(Y) — ws(Y)(6”(X) }ea,
= {(d6* + ws A 0°)(X,Y)}ea,

where we have introduced a coordinate-free definition of the differential of the
one form 6 by

df(X,Y) = X(0(Y)) = y(0(X)) = 0([X, Y]). (6.28)

It is easy to verify that this definition of the differential of a one form satisfies
all the required properties of the exterior derivative, and that it is consistent
with the coordinate version of the differential introduced in Chapter 2. We
conclude that
0% = do™ + w N 6°, (6.29)
which is indeed the first Cartan equation of structure. Proceeding along the
same lines, we compute:
Q% (X,Y) ea = VxVy eg — VyVx eg — Vix y] €3,
= Vx(w(Y) €a) = Vy (ws(X) €a) — w([X,Y]) €a,
= X(W%(Y)) ea +w(Y) wa(X) ey = Y(ws(X)) €a
—wB(X) wa(Y) ey —wB([X,Y]) €a
= {(dw’s +w, A wwﬁ)(X, Y)}lea,

thus arriving at the second equation of structure
0% = dw + W AW, (6.30)

The quantities connection and curvature forms are matrix-valued. Using matrix
multiplication notation, we can abbreviate the equations of structure as

O=df+wAhb,
Q=dw+wAw. (6.31)

Taking the exterior derivative of the structure equations gives some interesting
results. Here is the first computation,

dO =dw Nl —wAdb,
=dwANO—wA(©—-wAb),
=dwoNO—wAO+wAwl,
=([dw+wAw)AN—wAO,
=QA0-wAO,
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S0,

dO+wA O =QAd. (6.32)

Similarly, taking d of the second structure equation we get,

dQ =dw Aw+ w A dw,
=Q-wAWAw+wA(Q—wAw).

Hence,
dA=QANw—-—wAQ. (6.33)

Equations 6.32 and 6.33 are called the first and second Bianchi identities. The
relationship between the torsion and Riemann tensor components with the cor-
responding differential forms are given by

0% = 4T%,; 67 N O°,

Q% = 1R% ;07 NO°. (6.34)

In the case of a non-coordinate frame in which the Lie bracket of frame vectors
does not vanish, we first write them as linear combinations of the frame

les, e4] = CF, ea- (6.35)
The components of the torsion and Riemann tensors are then given by

o _Te _Te 0o
By By VB By
R%q5 = Tsn = Uiy + Tasl5 = T, T8, = T5,C0 = T05C%5. (6.36)

The Riemann tensor for a torsion-free connection has the following symmetries;

R(X,Y) = —R(Y, X),
<R(X,)Y)Z,W >=—- < RX, Y)W, Z >,
RX,Y)Z+R(Z,X)Y +R(Y,Z)X =0. (6.37)

In terms of components, the Riemann Tensor symmetries can be expressed as

Raﬁw& = _Raﬁﬁ'y = _Rﬁaw&
Ragys = Rysap,
Raﬁ’y& + Rafyéﬁ + Raé/ﬁ’ry =0. (638)

The last cyclic equation is the tensor version of the first Bianchi Identity with
0 torsion. It follows immediately from setting 2 A § = 0 and taking a cyclic
permutation of the antisymmetric indices {/3,~, d} of the Riemann tensor. The
symmetries reduce the number of independent components in an n-dimensional
manifold from n* to n?(n? — 1)/12. Thus, for a 4-dimensional space, there are
at most 20 independent components. The derivation of the tensor version of
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the second Bianchi identity from the elegant differential forms version, takes a
bit more effort. In components the formula

dQ=QNw—-—wAQ
reads,
R%gnp M NO" AN O = (TP 3R px — T4, R 5x) 0% A OF A O™,
where we used the notation,
ViR gux = R groxipue

Taking a cyclic permutation on the antisymmetric indices &, A, u, and using
some index gymnastics to show that the right hand becomes zero, the tensor
version of the second Bianchi identity for zero torsion becomes

R%glexni) = 0 (6.39)

6.3 Sectional Curvature

Let {M, g} be a Riemannian manifold with Levi-Civita connection V and
curvature tensor R(X,Y"). In local coordinates at a point p € M we can express
the components

R = R, po dxtdx” dx’dz”

of a covariant tensor of rank 4. With this in mind, we define a multilinear
function
R:T,(M)®T,(M)T,(M)®T,(M) >R,

by
RW,Y,X,Z) =< W,R(X,Y)Z > (6.40)

In this notation, the symmetries of the tensor take the form,

R(W,X,Y,Z) = —R(W,Y, X, Z),
R(I/Vva Y> Z) = _R(Z3KX7 W)
RW,X,Y,Z)+RW,Z,X,Y) + R(X,Y, Z,X) = 0. (6.41)

From the metric, we can also define a multilinear function
GWY, X, Z)=<ZY ><X,W>-<ZX><Y,W>.

Now, consider any 2-dimensional plane V, C T,(M) and let X,Y € V be
linearly independent. Then,

GX,Y, X,Y)=< X, X ><Y,)Y > - < X,V >?
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is a bilinear form that represents the area of the parallelogram spanned by X
and Y. If we perform a linear, non-singular change of of coordinates,

X' =aX +0bY, y=cX+dY, ad—bc#0,

then both, G(X,Y.X,Y) and R(X,Y,X,Y) transform by the square of the
determinant D = ad — be, so the ratio is independent of the choice of vectors.
We define the sectional curvature of the subspace V, by

R(X,Y,X,Y)

GX,Y,X,Y)

B R(X,Y,X,Y)

<X, X><Y,Y >—-< X,V >2

K(Vp) =

(6.42)

The set of values of the sectional curvatures for all planes at T,,(M) completely
determines the Riemannian curvature at p. For a surface in R® the sectional
curvature is the Gaussian curvature, and the formula is equivalent to the the-
orema egregium. If K(V},) is constant for all planes V), € T,(M) and for all
points p € M, we say that M is a space of constant curvature. For a space of
constant curvature k, we have

RX,Y)VZ=k(<Z)Y>X-<Z,X>Y) (6.43)
In local coordinates, the equation gives

R;wpa = k(guagup - gu’ygua)- (644)

6.3.1 Example
The model space of manifolds of constant curvature is a quadric hypersurface
M of R"! with metric

d82 — 6k2dt2 + (dy1)2 + .. + dyn)27
given by the equation
M el 4 (5 + . (v") = ek, 1 #0,

where k is a constant and ¢ = +1. For the purposes of this example it will
actually be simpler to completely abandon the summation convention. Thus,
we write the quadric as

ekt + i (y")? = ek

If k = 0, the space is flat. If e = 1, let (y°)? = k?t? and the quadric is isometric
to a sphere of constant curvature 1/k2. If e = —1, 3;(2%)? = —k%(1 — t?) > 0,
then t2 < 1 and the surface is a hyperboloid of two sheets. Consider the
mapping from (R)™*! to R™ given by

't =yt /t.
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We would like to compute the induced metric on the the surface. We have
—E* 2+ 8 (y")? = =K+ 25(2h)? = —k?
SO )
S
—k2 + 5(2)2
Taking the differential, we get
—kQEi zd 7
pap = — D)
k2 + 5, (z1)2

Squaring and dividing by ¢? we also have

—k2(S;2° dat)?

dt® = M
(k2 + %, (27)2)3

From the product rule, we have dy* = x* dt + t dx’, so the metric is

ds® = —k? dt* + [2(2")?]dt? + 2t dt 5;(2' da’) + 25 (da")?,
= [k? + 22 dt? + 2t dt B;(z" da’) + 22 (dat)?,
_ —k2[S; (2 da?))? N 2k2[8; (vt dzt)]? N —k2%;(dxt)?
[_k.2 + Ei(xi)2]2 [—k‘2 + Zi(xi)Q]Q _k2 + Zi(dxi)Q’
[k? — 4(2")?]84(da’)? — (8i(a" da’))®
[k2 _ Ei(aji)Q]Q

=k?

It is not obvious, but in fact, the space is also of constant curvature (—1/k?).
For an elegant proof, see [18]. When n = 4 and € = —1, the group leaving the
metric

ds® = —K*dt* + (dy")? + (dy®)* + (dy®)* + (dy*)?

invariant, is the Lorentz group O(1,4). With a minor modification of the above,
consider the quadric

M: =B + ()2 + ... (vh)? = k%

In this case, the quadric is a hyperboloid of one sheet, and the submanifold
with the induced metric is called the de Sitter space. The isotropy subgroup
that leaves (1,0,0,0,0) fixed is O(1,3) and the manifold is diffeomorphic to
0(1,4)/0(1,3). Many alternative forms of the de Sitter metric exist in the
literature. One that is particularly appealing is obtained as follows. Write the
metric in ambient space as

ds® = —(dy°)* + (dy")? + (dy*)* + (dy®)* + (dy*)?
with the quadric given by

M:=°)?+ W) +... (v =k
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Let

so M represents a unit sphere S3. Introduce the coordinates for M

y° = ksinh(7/k),
y" = kcosh(r/k).

Then, we have

dy® = cosh(r/k)dr,
dy® = sinh(7/k)x" dr + k cosh(7 /k) dx’.

The induced metric on M becomes,

ds®> = —[cosh?(1/k) — sinh?(7/k)%;(2")?] d 4 cosh® (7 /k)%;(dz*)?,
= —dr? + cosh®(7/k)dQ?,

where d) is the volume form for S2. The most natural coordinates for the
volume form are the Euler angles and Cayley-Klein parameters. The interpre-
tation of this space-time is that we have a spatial 3-sphere which propagates
in time by shrinking to a minimum radius at the throat of the hyperboloid,
followed by an expansion. Being a space of constant curvature, the Ricci tensor
is proportional to the metric, so this is an Einstein manifold.

6.4 BigD

In this section we discuss the notion of a connection on a vector bundle E.
Let M be a smooth manifold and as usual we denote by T7 (p) the vector space
of type (2) tensors at a point p € M. The formalism applies to any vector
bundle, but in this section we are primarily concerned with the case where FE
is the tensor bundle E = T7(M). Sections I'(E) = Z] (M) of this bundle
are called tensor fields on M. For general vector bundles, we use the notation
s € I'(E) for the sections of the bundle. The section that maps every point of M
to the zero vector, is called the zero section. Let {e,} be an orthonormal frame
with dual forms {#*}. We define the space QP (M, E) tensor-valued p-form as
sections of the bundle,

OP(M,E)=T(FE ® AP(M)). (6.45)

As in equation 2.63, a tensor-valued p form is a tensor of type (sip) with
components,

T =Ty g e @ a, @O @ @0% AN AL NG, (6.46)
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A tensor-valued O-form is just a regular tensor field T € .7, (M) The main
examples of tensor-valued forms are the torsion and the curvature forms

0 =0%Q®e,,
Q=0%®e,®0°. (6.47)
The tensorial components of the torsion tensor, would then be written as
T=T"eq0®0° 26,
_ %T“mea ©0° NG,
=eq ® (3T%3,0° N O7).

since the tensor is antisymmetric in the lower indices. Similarly, the tensorial
components of the curvature are

1
0= §Ra/375 ea ®60° 207N,
= €y ® 0° (%RaﬁWsQW A 96>.

The connection forms
w = waﬁ X eq X 9’@ (648)

are matrix-valued, but they are not tensorial forms. If T is a type (g) tensor
field, and « a p-form, we can write a tensor-valued p-form as T ® « € QP (M, E)
is. We seek an operator that behaves like a covariant derivative V for tensors
and exterior derivative d for forms.

6.4.1 Linear Connections

Given a vector field X and a smooth function f, we define a linear connection
as a map

Vx :I(T]) = T(T))

with the following properties
1) Vx(f) = X(f),
1) VyxT = fDxT,
2) VxyT =VxT +VyT, for allXYE%( )
3) Vx(Tl +T2) VxT1 + VxTs, for Ty, Ty EF(T;),
1) Vx(fT) = X(f)T + fVxT.

If instead of the tensor bundle we have a general vector bundle E, we replace the
tensor fields in the definition above by sections s € I'(E) of the vector bundle.
The definition induces a derivation on the entire tensor algebra satisfying the
additional conditions,

5) Vx(Ti @ To) =VxT1 @ To+ Ty @ Vx Ty,

6) Vx o C = (C o Vy, for any contraction C.

The properties are the same as a Koszul connection, or covariant derivative for
tensor-valued 0 forms 7. Given an orthonormal frame, consider the identity
tensor,

I=06%eq®0°, (6.49)
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and take the covariant derivative Vx. We get

Vxea®0%+e, @Vx0* =0,
ea ® Vx0% = —-Vxe, ® 0%
= —esw’ o (X) ®6%,
e @Vx0° = —esw’ (X) @ 0%,
which implies that,
Vx0° =~ ,(X)0°. (6.50)

Thus as before, since we have formulas for the covariant derivative of basis vec-
tors and forms, we are led by induction to a general formula for the covariant
derivative of an (Z)-tensor given mutatis mutandis by the formula 3.32. In other
words, the covariant derivative of a tensor acquires a term with a multiplica-
tive connection factor for each contravariant index and a negative term with a
multiplicative connection factor for each covariant index.

6.4.1 Definition A connection V on the vector bundle E is a map
V:I'(M.E) - T(M,E®T*(M))

which satisfies the following conditions
a) V<T1 + T2> =VT+VTy,, Ty,T € F(E)),
b) V(fT)=df @ T+ fVT,
c) VxT =ixVT.

As a reminder of the definition of the inner product iy, condition (c) is equiv-
alent to the equation,

VT, ...,0", X, X1,...,X,) = (VxT)(0,....0", X1,..., X,).
In particular, if X is vector field, then, as expected
VX(Y)=VxY,

The operator V is called the covariant differential. Again, for a general vector
bundles, we denote the sections by s € I'(E) and the covariant differential by
Vs.

6.4.2 Affine Connections

A connection on the tangent bundle T'(M) is called an affine connection. In
a local frame field e, we may assume that the connection is represented by a
matrix of one-forms w

Veg =eq @ W,
Ve=e®uw. (6.51)

The tensor multiplication symbol is often omitted when it is clear in context.
Thus, for example, the connection equation is sometimes written as Ve = ew.
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In alocal coordinate system {z1,...,2"}, with basis vectors 9, = % and dual
forms dz*, we have,
wgy =1'g, dz*.

From equation 6.50, it follows that
VO = —w%s @ 6°. (6.52)

We need to be a bit careful with the dual forms 6. We can view them as a
vector-valued 1-form
0 =ep@ 0%

which has the same components as the identity G) tensor. This is a kind of a
odd creature. About the closest analog to this entity in classical terms is the
differential of arc-length

dx =idr+jdy+kdz,

which is sort of a mixture of a vector and a form. The vector of differential
forms would then be written as a column vector.
In a frame {e,}, the covariant differential of tensor-valued 0-form T is given by

VT =V..T®0"=V.T® 0"

In particular, if X = v%e,, we get,

VX =VsX ®60° =Vs(v¥q) @67,
= (Vp(v?) ea +v°T}, 4) @ 0°,
= (vl +v'TE, )ea ® 0"
= U\(rﬁ e @6,

where we have used the classical symbols
UQHB =0v" g+ Fg,y v, (6.53)

for the covariant derivative components vﬁ“ﬁ and the comma to abbreviate the
directional derivative Vg(v®). Of course, the formula is in agreement with

equation 3.25. VX is a (})-tensor.
Similarly, for a covariant vector field a = v,0%, we have
Va=V(v, ®0%)

= Vv, ® 0% — U@WBQ ® 0%,

= (Vyva 07 —vplh 67) @ 6%,

= (va,y = I3y va) 07 @6,
hence,

Va||g = Va,y — LGy Va- (6.54)
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As promised earlier, we now prove the Ricci identities for contravariant and
covariant vectors when the torsion is not zero. Ricci Identities with torsion.
The results are,

XHap = X jpa = X"RFyap = X' T ap,

Xu\laﬂ - XHHBa = *XVRVuaB - Xu,VTVaﬂv (6.55)

We prove the first one. Let X = X*e,. We have

VX = VX ®6°,
VX = V(VsX ®0°),
=V(VsX)®60° + VX @ VO,
=V.VsX 2020 -Vsau’, 20%
=VaVX®60°®6° -V, X @I 0° 6
VEX = (VaVX =V, XTh,) 6% @ 6°.

On the other hand, we also have VX = V,X ® 6%, so we can compute V? by
differentiating in the reverse order to get the equivalent expression,

VX = (VaVaX -V, XT%,) 0% 26",

Subtracting the last two equations we get an alternating tensor, or a two-form
that we can set equal to zero. For lack of a better notation we call this form
[V, V]. The notations Alt(V?) and V AV also appear in the literature. We get
[V, V] =[VaVp = VsVa)X =V, X(Th, —T%,)10° A 6%,
=[VaVe = VsV = Vie, g) X + Ve, 91X = V. X (Tl = T5,)107 767,
= [R(ea,e5)X + Ch YV, X — V, X (Th, —T%.160° A 6%,

[R(ea,e5)X +Chy =V, X (Th; =T, — Chi107 A 6%,
= L(XYR"yap — VX T"03)0° N O™

6.4.3 Exterior Covariant Derivative

Since we know how to take the covariant differential of the basis vectors,
covectors, and tensor products thereof, an affine connection on the tangent
bundle induces a covariant differential on the tensor bundle. It is easy to get a
formula by induction for the covariant differential of a tensor-valued 0-form. A
given connection can be extended in a unique way to to tensor-valued p-forms.
Just as with the wedge product of a 0-form f with a p-form « for which identify
fawith f®a = f A«, we write a tensor-valued p form as T ® a = T A «, where
T is a type (2) tensor. We define the exterior covariant derivative

D:QP(M,E) - QY (M, E)
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by requiring that,
D(T®a)=D(T Aa),
=VT Aa+ (—1)PT Ada. (6.56)

it is instructive to show the details of the computation of the exterior covariant
derivative of the vector valued one forms 6 and ©, and the G) tensor-valued
2-form 2. The results are

DO™ = df* + w5 N6,
DO = dO* + w5 A OF,
D% =dQ% +w®, AQ%, — Q% AW (6.57)
The first two follow immediately, we compute the third. We start by writing
Q=0%e,26°,
= (ea @ 0°) A Q5.
Then,
DQ = D(eq @0°) NQ% + (—1)%(eq @ 0%) A dQ% 5,
= (Dey ®60° + eq @ DOPY N Q% + (eq @ 0°) A dQ 5,
= (e, W ®0° +eq @wW’, @ONQY + (€q @ 0°) AdQg,
= (ea ®0°) A (dQ% + W, ANQY 5 — w™, AQ7p).

In the last step we had to relabel a couple of indices so that we could factor out
(eo ® 07). The pattern should be clear. We get an exterior derivative for the
forms, an w A Q term for the contravariant index and an 2 A w term with the
appropriate sign, for the covariant index. Here the computation gives

DQ%3 =dQ%3 +w AU —w A7, or

DA=dw+wAQ—-QAw. (6.58)
This means that we can write the equations of structure as
0 = Do,
Q=dw+wAw, (6.59)
and the Bianchi’s identities as
DO =QAN0,
D=0 (6.60)

With apologies for the redundancy, we reproduce the change of basis formula
3.49. Let ¢’ = eB be an orthogonal change of basis. Then

De' = e®dB + DeB,
=e®dB+ (e®@w)B,
=¢ ® (B 'dB + B~'wB),

=,
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where,
W' =B 'dB+ B~ 'wB. (6.61)

Multiply the last equation by B and take the exterior derivative d. We get.

Bw' =dB +wB,
Bdw' +dB AW = dwB —w A dB,
Bdw' 4+ (Bw' —wB) Aw' = dwB —w A (W'B — wB),
B(dw' + W' Aw') = (dw + w Aw)B,

Setting Q = dw + w Aw, and Q' = dw’ + W’ A W', the last equation reads,
Q' =B7'0B. (6.62)

As pointed out after equation 3.49, the curvature is a tensorial form of adjoint
type. The transformation law above for the connection has an extra term,
so it is not tensorial. It is easy to obtain the classical transformation law
for the Christoffel symbols from equation 6.61. Let {#®} be coordinates in a
patch (¢a,Us,), and {y”} be coordinates on a overlapping patch (¢, Us). The
transition functions ¢, are given by the Jacobian of the change of coordinates,

9 _92% 9

oyf  OyP oxe’
ox®

(baﬁ - Tyﬂ'

Inserting the connection components w'®g = I"éﬁyd;y”7 into the change of basis
formula 6.61, with B = ¢35, we get!,

W' = (B™1) . dB"s + (B™1)", w\Bs,
B ay’ld ((‘%"‘) oy . Oz

~ Ozr \ Oy gz A oyb’
oy 0%z" oy® oz
e dyY = =— ——dy° + —=— I'¥ dz° —
By = e Oy° OyP vt grr At oyP’

_ Oy 2% Oy 0x7 Ox”
By Qxm Oy ayP T Az A Ay OB

e}

Thus, we retrieve the classical transformation law for Christoffel symbols that
one finds in texts on general relativity.

. Oy® 0z ox  Oy* 0%z~
AT s Qyr AyB | Dzt Dy dyP
1We use this notation reluctantly, to be consistent with most literature. The notation

results in violation of the index notation. We really should be writing ¢, since in this case,
the transition functions are matrix-valued.

rg =T (6.63)
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6.4.4 Parallelism

When first introduced to vectors in elementary calculus and physics courses,
vectors are often described as entities characterized by a direction and a length.
This primitive notion, that two such entities in R"™ with the same direction and
length represent the same vector, regardless of location, is not erroneous in the
sense that parallel translation of a vector in R™ does not change the attributes
of a vector as described. In elementary linear algebra, vectors are described
as n-tuples in R™ equipped with the operations of addition and multiplication
by scalar, and subject to eight vector space properties. Again, those vectors
can be represented by arrows which can be located anywhere in R" as long
as they have the same components. This is another indication that parallel
transport of a vector in R" is trivial, a manifestation of the fact the R™ is a flat
space. However, in a space that is not flat, such as s sphere, parallel transport
of vectors is intimately connected with the curvature of the space. To elucidate
this connection, we first describe parallel transport for a surface in R3.

6.4.2 Definition Let u®(t) be a curve on a surface x = x(u®), and let
V =a/(t) = a. (&) be the velocity vector as defined in 1.25. A vector field Y
is called parallel along « if

VyY =0,

as illustrated in figure 6.2. The notation

T VvY
is also common in the literature. The vector field ViV is called the geodesic
vector field, and its magnitude is called the geodesic curvature x4 of o. As usual,
we define the speed v of the curve by ||V|| and the unit tangent T'= V/||V|, so
that V- = vT. We assume v > 0 so that T is defined on the domain of the curve.
The arc length s along the curve is the related to the speed by the equation
v =ds/dt.

6.4.3 Definition A curve a(t) with velocity vector V' = o/(t) is called a
geodesic or self-parallel if ViV = 0.

6.4.4 Theorem A curve «(t) is geodesic iff
a) v = |V]| is constant along the curve and,
b) either V7T =0, or k4 = 0.
Proof Expanding the definition of the geodesic vector field:

VvV = Vur(T),
= oV (vT),

dv
—T +0*VT
Udt + vV T,

d
%%(UQ)T—HjQVTT
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We have < T, T >= 1, so < VpT,T >= 0 which shows that V1T is orthogonal
toT. We also have v > 0. Since both the tangential and the normal components
need to vanish, the theorem follows.

If M is a hypersurface in R™ with unit normal n, we gain more insight
on the geometry of geodesics as a direct consequence of the discussion above.
Without real loss of generality consider the geometry in the case of n = 3.
Since « is geodesic, we have ||o/||? =< o/, o/ >=constant. Differentiation gives
< o,a” >= 0, so that the acceleration o’ is orthogonal to o’. Comparing
with equation 4.34 we see that 7" = k,n, which reinforces the fact that the
entire curvature of the curve is due to the normal curvature of the surface as
a submanifold of the ambient space. In this sense, inhabitants constrained to
live on the surface would be unaware of this curvature, and to them, geodesics
would appear locally as the straightest path to travel. Thus, for a sphere in
R? of radius a, the acceleration o’ of a geodesic only has a normal component,
and the normal curvature is 1/a. That is, the geodesic must lie along a great
circle.

6.4.5 Theorem Let a(t) by curve with velocity V. For each vector Y in the
tangent space restricted to the curve, there is a unique vector field Y (¢) locally
obtained by parallel transport.

Proof We choose local coordinates with frame field {e,, = %}. We write the
components of the vector fields in terms of the frame

0
Y=y —=
y 8Uﬂ )
du® 0
= ———. th
v dt Ou~ ot
VeV = Ve, (1 es),
= 'L[,'avea (yﬁ66)7
du® 0y .
= G pun TV T ase,
dy” 5 du”
= [ =1,
g v g Taslen
So, Y is parallel along the curve iff,
dy” du®
ﬁ + yﬁWI‘“’ag =0. (664)

The existence and uniqueness of the coefficients y” that define Y are guaran-
teed by the theorem on existence and uniqueness of differential equations with
appropriate initial conditions.

We derive the equations of geodesics by an almost identical computation.
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VyV = Vﬂaea [dﬁeg],
=u"V,, [i’eg),

L 0uP .

= ua[a?eg + uﬂveueﬁ],
. ouP o

= uo‘%eg + uo‘uBVeaeﬁ,
du® 00 o

=g gue T Wi T geq,

= ii’es + 14T ze,,

= [i” + 44 TG gleq.
Thus, the equation for geodesics becomes
@7 + T 400’ = 0. (6.65)

The existence and uniqueness theorem for solutions of differential equations
leads to the following theorem

6.4.6 Theorem Let p be a point in M and V' a vector T, M. Then, for any
real number ¢, there exists a number § and a curve a(t) defined on [tg—9, to+9],
such that a(tg) = p, o/(tp) =V, and « is a geodesic.

For a general vector bundles E over a manifold M, a section s € I'(E) of a
vector bundle is called a parallel section if

Vs =0. (6.66)

We discuss the length minimizing properties geodesics in section 6.6 and provide
a number of examples for surfaces in R? and for Lorentzian manifolds. Since
geodesic curves have zero acceleration, in Euclidean space they are straight
lines. In Einstein’s theory of relativity, gravitation is a fictitious force caused
by the curvature of space time, so geodesics represent the trajectory of free
particles.

6.5 Lorentzian Manifolds

The formalism above refers to Riemannian manifolds, for which the metric
is positive definite, but it applies just as well to pseudo-Riemannian manifolds.
A 4-dimensional manifold {M, g} is called a Lorentzian manifold if the metric
has signature (+ — ——). Locally, a Lorentzian manifold is diffeomorphic to
Minkowski’s space which is the model space introduced in section 2.2.3. Some
authors use signature (— + ++).

For the purposes of general relativity, we introduce the symmetric tensor
Ricci tensor Rgs by the contraction

R,Bé = Raﬁaé? (667)
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and the scalar curvature R by
R = R%. (6.68)
The traceless part of the Ricci tensor
Gaop = Rap — 3 R3as, (6.69)

is called the Einstein tensor. The Einstein field equations (without a cosmo-
logical constant) are
81G
Gap = — Tup, (6.70)
c

where T is the stress energy tensor and G is the gravitational constant. As I
first learned from one of my professors Arthur Fischer, the equation states that
curvature indicates the presence of matter, and matter tells the space how to
curve. Einstein equations with cosmological constant A are,

81G
Rap = 5Rgap + Agas = = Tap (6.71)

Fig. 6.3: Gravity

A space time which satisfies
Rtxﬁ =0 (672)

is called Ricci-flat. A space which the Ricci tensor is proportional to the metric,

Raﬁ = kgaﬁ (6.73)

is called an FEinstein manifold

6.5.1 Example: Vaidya Metric

This example of a curvature computation in four-dimensional space-time
is due to W. Israel. It appears in his 1978 notes on Differential Forms in
General Relativity, but the author indicates the work arose 10 years earlier
from a seminar at the Dublin Institute for Advanced Studies. The most general,
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spherically symmetric, static solution of the Einstein vacuum equations is the
Schwarzschild metric 2

d82 — [1 _ 2G’]\/I] dt2 _

T

ot
[1 — QGM]

T

dr? — r2df* — 2 sin? 0 dg? (6.74)

It is convenient to set m = GM and introduce the retarded coordinate trans-
formation
t=u+r+2min(g- — 1),

so that,

1
dt = du + ———~—= dr.

[1— =]
Substitution for dt above gives the metric in outgoing FEddington-Finkelstein
coordinates,

ds® = 2drdu + [1 — 2] du® — r*df* — r®sin® 6 dp*. (6.75)
In these coordinates it is evident that the event horizon r = 2m is not a real
singularity. The Vaidya metric is the generalization

ds® = 2drdu + [1 — 2] qu? — 12d9> — r? sin? 0 d¢p?, (6.76)

T

where m(u) is now an arbitrary function. The geometry described by the Vaidya
solution to Einstein equations, represents the gravitational field in the exterior
of a radiating, spherically symmetric star. In all our previous curvature compu-
tations by differential forms, the metric has been diagonal; this is an instructive
example of one with a non-diagonal metric. The first step in the curvature com-
putation involves picking out a basis of one-forms. The idea is to pick out the
forms so that in the new basis, the metric has constant coefficients. One possible
choice of 1-forms is

0° = du,

o' = dr + 1[1 — 2] gy,

0% = rdo,

6 = rsin @ do. (6.77)

In terms of these forms, the line element becomes
ds? = gap0®0°® = 200 — (6%)% — (6%)2,
where
go1 = g1o = —g22 = —g33 = 1,
while all the other g,g = 0. In the coframe, the metric has components:

01 0 0
1 0 O 0
= 6.78
Jof=10 0 -1 0 (6.78)
00 0 -1
2The Schwarzschild radius is r = 2§2M, but here we follow the common convention of

setting ¢ = 1.
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Since the coefficients of the metric are constant, the components wq,g of the
connection will be antisymmetric. This means that

Wop = W11 = woa = w3z = 0.
We thus conclude that
w'y = g"%weo =0,
wol = g% =0,
W22 = 922w22 =0,
w33 = 933(.033 = 0

To compute the connection, we take the exterior derivative of the basis 1-forms.
The result of this computation is

de® =0,

0" = —d[mdu] = = dr A du =" 9" A6,
r T

r

1 1
d6> = dr Ndf = 0" N 0% — 1= 2] 0° A,

2r
d6® =sinOdr A do + rcosdf A de,
:191A93—%[1—27m] 60 A 03 + X cot 6 6% A 6°. (6.79)
r r

For convenience, we write below the first equation of structure [6.24] in complete
detail.

df® = Wl A% + WP A O + w5 A%+ W05 A G

dot = wrg NO° +wh A0 Wiy AP+ Wi AP,

do* = w?g A% + W AOT + Wy AO7 + Wi A G

do® = w3y A0+ w3 A0 4 WPy A 6%+ Wi A6 (6.80)
Since the w’s are one-forms, they must be linear combinations of the #’s. Com-
paring Cartan’s first structural equation with the exterior derivatives of the

coframe, we can start with the initial guess for the connection coefficients be-
low:

why =0, wh = g 0°,  w'y=A6% wly = B 63,
1 2 1

w20:_§[1_7m]92a w 1:*92> W22:07 w2320937
1 2m 1 1

wo=_§[1_7]93, w31:;6‘3, w32:;C0t9937 W’y = 0.

Here, the quantities A, B, and C' are unknowns to be determined. Observe that
these are not the most general choices for the w’s. For example, we could have
added a term proportional to ' in the expression for w!;, without affecting the
validity of the first structure equation for df'. The strategy is to interactively
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tweak the expressions until we set of forms completely consistent with Cartan’s
structure equations.

We now take advantage of the skewsymmetry of wqg, to determine the other
components. The find A, B and C, we note that

1 10 2
Wio =g Wo2 = —Wz =W,
1 10 3
W3 =g Wo3z = —W30 =W,
2 22 3
OJ3=g W23 = W32 = —W 9.

Comparing the structure equations 6.80 with the expressions for the connection
coefficients above, we find that
1 2m 1 2m

n-"), B -7, C:A%an& (6.81)

A= —= - __
2 r 2 T

Similarly, we have

0 _ 1
W= "WH,
0 _ 2
Wi =Why,
0o _, 3
Wiz =W,
hence,
m
Wl = _7907
r
1
LUOQ _ _7927
r
1
Wy = =63
r

It is easy to verify that our choices for the w’s are consistent with first structure
equations, so by uniqueness, these must be the right values.

There is no guesswork in obtaining the curvature forms. All we do is take
the exterior derivative of the connection forms and pick out the components of
the curvature from the second Cartan equations [6.25]. Thus, for example, to
obtain Q';, we proceed as follows.

1 1 1 1 1 2 1
QY = dwty + Wl AWl F el AW el AW,

Mo 1 2m, 3 2\ 2 3 A p3
—d[ﬁe]ﬁ-o—ﬁ[l_T] 3/\W1+<9 NG”+0 /\e)a
2
:——?dr/\@o,
r
2
:_—?91/\90.
r

The computation of the other components is straightforward and we just present
the results.
1 dm

0, = —
2 r2 du

WAW—%mAﬁ
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_Lldm

1 _
s = 2 du

93/\00——720%93,
T

2 2 0

2 = 56° N,

3 _ My 0

Ly = 502N 0",

2
0% = 2167 A 6P,
T

By antisymmetry, these are the only independent components. We can also
read the components of the full Riemann curvature tensor from the definition

1
Q% = 5 R%,s0" A 6°. (6.82)
Thus, for example, we have
1 1 1 ¥ é
91:§R1'y§0 /\0,

hence

2m
1 1 . 1 _
Rign=—R90= g other R 1y6 = 0.

Using the antisymmetry of the curvature forms, we see, that for the Vaidya
metric Qg = Qoo = 0, %, = —QL,, ete., so that

Rop = R’y + R%y3
= R'y+ R'ss

Substituting the relevant components of the curvature tensor, we find that

1 dm
=2—— .

Roo 2 du (6.83)

while all the other components of the Ricci tensor vanish. As stated earlier, if

m is constant, we get the Ricci flat Schwarzschild metric.

6.6 Geodesics

Geodesics were introduced in the section on parallelism. The equation of
geodesics on a manifold given by equation 6.65 involves the Christoffel symbols.
Whereas it is possible to compute all the Christoffel symbols starting with the
metric as in equation 4.76, this is most inefficient, as it is often the case that
many of the Christoffel symbols vanish. Instead, we show next how to obtain
the geodesic equations by using variational principles

J/L(uo‘, u*,s) ds =0, (6.84)
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to minimize the arc length. Then we can pick out the non-vanishing Christoffel
symbols from the geodesic equation. Following the standard methods of La-
grangian mechanics, we let u® and 4% be treated as independent (canonical)
coordinates and choose the Lagrangian in this case to be

L = gapu®u®. (6.85)

The choice will actually result in minimizing the square of the arc length, but
clearly this is an equivalent problem. It should be observed that the Lagrangian
is basically a multiple of the kinetic energy %va. The motion dynamics are
given by the Euler-Lagrange equations.

d (0L oL

— (== ]—-—=—=0. 6.86

ds (81’67 ) ou” (6.86)
Applying this equations keeping in mind that g.g is the only quantity that
depends on u®, we get:

0= L1gapdl i’ + gapt®o8] — gap 00"

= %[gmﬁuﬁ + gavua] - gaﬂﬁuauﬁ
= g’vﬁ’aﬁ + gary ™ + g%@’aaauﬁ + ga%ﬂuﬂua — Gapy U U
B

B

= ZQ’YBuﬁ + [g’yﬁ,(x + Yoy, — ga577]ﬂau
= 651° + 397 (94,0 + Ganp — Gap 0D’

where the last equation was obtained contracting with %gw to raise indices.
Comparing with the expression for the Christoffel symbols found in equation
4.76, we get

ii7 + 7007 =0
which are exactly the equations of geodesics 6.65.

6.6.1 Example Geodesics of sphere
Let S? be a sphere of radius a so that the metric is given by

ds? = a?df* + a®sin? 6 de?.
Then the Lagrangian is
L = a%6? + a®sin’ 6 4272.

The Euler-Lagrange equation for the ¢ coordinate is

4oL oL _
ds 9¢’ 0
i(2(12 sin 0¢) = 0,

ds

and therefore the equation integrates to a constant

sin6 ¢ = k.
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Rather than trying to solve the second Euler-Lagrange equation for 6, we evoke
a standard trick that involves reusing the metric. It goes as follows:

dg

sin” # I k,
sin? 0 do = k ds,
sin? 0 do? = k*ds?,
sin? @ d¢? = k?(a?db? + a®sin® 6 d¢?),
(sin® @ — k2a?sin? 0) dp? = a’k2d6>.
The last equation above is separable and it can be integrated using the substi-

tution u = cot 6.
ak

do,
sin 0+/sin? 0 — a2k?
ak

sin? 0v/1 — a2k2 csc2 0
ak 0
sin® 01/1 — a2k2(1 + cot? 0)
ak csc 6
V1 —a2k2(1 + cot? 0)
ak csc? 0 a0
V(1 = a2k?) — a2k2 cot? 0

2

csce 0

= do
—n2k2
L=k — cot? 0
—1 2 _ 1—a’k?

= ————du, where(c” = "5z")
2 _ 2 a

¢ = —sin"' (L cot ) + ¢o.

dp =

)

7

Here, ¢y is the constant of integration. To get a geometrical sense of the
geodesics equations we have just derived, we rewrite the equations as follows:
cot 0 = ¢sin(¢g — ),
cos 0 = ¢sin O(sin ¢g cos ¢ — cos ¢g sin @),
acosf = (csin ¢g)(asinb cos d) — (ccos ¢p)(asin @ sin ¢.)
z = Ax — By, where A = csin¢g, B = ccos¢yg.

We conclude that the geodesics of the sphere are great circles determined by
the intersections with planes through the origin.

6.6.2 Example Geodesics in orthogonal coordinates.
In a parametrization of a surface in which the coordinate lines are orthogonal,
F = 0. Then first fundamental form is,

ds® = E du® 4+ G dv?,
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and we have the Lagrangian,
L = EW® + Gv*.

The Euler-Lagrange equations for the variable u are:

§(2Eu) — B,i? — Gui? =0,
S

2Fii + (2B, 1 + 2E,0)i — E i — G0 =0,
2Fi + E,u? 4 2E,u0 — G,0° = 0.

Similarly for the variable v,

d
$(20u) — E,i? — Gyi? =0,

2G4 + (2G, 1 + 2G,0)0 — Eyi® — Gy = 0,
2GH — Eyi? + 2G40 + G2 = 0.

So, the equations of geodesics can be written neatly as,

1
i + ﬁ[Euff + 2E,00 — G, %] = 0,

1
b+ %[GU@Q +2G,10 — E,4%] = 0. (6.87)

6.6.3 Example Geodesics of surface of revolution
The first fundamental form a surface of revolution z = f(r) in cylindrical coor-
dinates as in 4.7, is

ds® = (1 + ) dr® + 12 d¢?, (6.88)

Of course, we could use the expressions for the equations of geodesics we just
derived above, but since the coefficients are functions of r only, it is just a easy
to start from the Lagrangian,

L=+ f?) 4 r2¢%

Since there is no dependance on ¢, the Euler-Lagrange equation on ¢ gives rise
to a conserved quantity.

d o:
@(27& ¢) _07

r?¢ =c (6.89)

where ¢ is a constant of integration. If the geodesic a(s) = a(r(s), ¢(s)) rep-
resents the path of a free particle constrained to move on the surface, this
conserved quantity is essentially the angular momentum. A neat result can be
obtained by considering the angle o that the tangent vector V' = o/ makes with
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a meridian. Recall that the length of V' along the geodesic is constant, so let’s
set |V]| = k. From the chain rule we have

dr do
ds T X0gs

o (t) = x,—
Then

’ ¢
cos o — <alixy > GE

lo/[l - lIxsll VG
1 =de 1,

We conclude from 6.89, that for a surface of revolution, the geodesics make an
angle o with meridians that satisfies the equation

r cos o = constant. (6.90)

This result is called Clairaut’s relation. Writing equation 6.89 in terms of dif-
ferentials, and reusing the metric as we did in the computation of the geodesics
for a sphere, we get

r? d¢ = ¢ ds,
r* d¢? = ¢ ds?,
= (1 + f?) dr? + 12 dg?],
(1 = %) do? = P[(1 + %) dr?,
rvVrZ—c2do=c\/1+ f?dr,
SO
1 12
6= i/ Ve (6.91)
rr2 —c2 02
If ¢ = 0, then the first equation above gives ¢ =constant, so the meridians are
geodesics. The parallels » =constant are geodesics when f’(r) = oo in which
case the tangent bundle restricted to the parallel is a cylinder with a vertical
generator.

In the particular case of a cone of revolution with a generator that makes
an angle a with the z-axis, f(r) = cot(a)r, equation 6.91 becomes:

V1 —|— cot? o
¢ = =*c
_ 62
which can be immediately integrated to yield

¢ = Fcscasec™(r/c) (6.92)

As shown in figure 6.4, a ribbon laid flatly around a cone follows the path of
a geodesic. None of the parallels, which in this case are the generators of the
cone, are geodesics.
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Fig. 6.4: Geodesics on a Cone.

6.7 Geodesics in GR

6.7.1 Example Morris-Thorne (MT) wormhole

In 1987, Michael Morris and Kip Thorne from the California Institute of Tech-
nology proposed a tantalizing simple model for teaching general relativity, by
alluding to interspace travel in a geometry of traversable wormhole. We con-
straint the discussion purely to geometrical aspects of the model and not the
physics of stress and strains of a “traveler” traversing the wormhole. The MT
metric for this spherically symmetric geometry is

ds® = —c2dt® + dI* + (b3 +1?) (d6? + sin® § d¢?), (6.93)
where by is a constant. The obvious choice for a coframe is

0° = cdt, 02 = /b2 + 12 db,
o' = di, 03 = /b2 + 12 sinf do.

We have d§° = df' = 0. To find the connection forms we compute df? and d6?,
and rewrite in terms of the coframe. We get

l l

df? = ——= dINd) = ————= dO N dI,
b2 + 12 V2412
:_ﬁezx\al,
de?® = \/ﬁ sin @ di A d¢ + cos 8+/b2 + 12d6 A dg,
_ l 3 a1 cotd 5 o
= b(2,+l20 NO b?)—i—lQe N

Comparing with the first equation of structure, we start with simplest guess for
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the connection forms w’s. That is, we set

l
2 2
YT
l
3. _ 3
Cr=pip
3 cot 6 03

BV R
2

Using the antisymmetry of the w’s and the diagonal metric, we have w®; =
—why, wls = —w?3y, and w?3 = —w3,. This choice of connection coefficients
turns out to be completely compatible with the entire set of Cartan’s first
equation of structure, so, these are the connection forms, all other w’s are
zero. We can then proceed to evaluate the curvature forms. A straightforward

calculus computation which results in some pleasing cancellations, yields

bQ
ng == dwlg +w21 /\w21 = 7@ 01 /\92,
Ql _d1+1/\2_— bg 91/\93
3 = (U3 (UQ (U3— (bg_’_lQ)z )
0y = s+ Aty = Vo2 g
3 = aws3 w1 W3—(bg+l2)2 .

Thus, from equation 6.36, other than permutations of the indices, the only
independent components of the Riemann tensor are

b2
Ro303 = —Ri212 = Ri313 = mv

and the only non-zero component of the Ricci tensor is

b2
Ry =-2—°2—.
! (03 +12)?
Of course, this space is a 4-dimensional continuum, but since the space is spher-
ically symmetric, we may get a good sense of the geometry by taking a slice
with 8 = 7/2 at a fixed value of time. The resulting metric ds, for the surface
is

dso® = dI* + (b + 12) dep*. (6.94)
Let r? = b2 4+ [2. Then di? = (r?/1?) dr? and the metric becomes

7“2

dsy? = R dr? +r? d¢?, (6.95)

1
= —— dr’ +17 d¢”. (6.96)

r2
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Comparing to 4.26 we recognize this to be a catenoid of revolution, so the equa-
tions of geodesics are given by 6.91 with f(r) = by cosh™'(r/bg). Substituting
this value of f into the geodesic equation, we get

(6.97)

1
¢ =*c / dr
T2 — b2y/r? — 2
There are three cases. If ¢ = b,, the integral gives immediately

¢ = +(c/bo) tanh ™ (r/by).

Fig. 6.5: Geodesics on Catenoid.
We consider the case ¢ > bg. The remaining case can be treated in a similar

fashion. Let r = ¢/sin3. Then vr? —c¢? = rcosf8 and dr = —rcot 8 dj, so,
assuming the initial condition ¢(0) = 0, the substitution leads to the integral

s 1 (—rcos )
==+
i C/O 7 cos 8

sin 3
s:anﬁ_bg
:ic/ 1
0 \/CQ—bzsinzﬁ
— i A8, (k=b,/c 6.98
/ 1— k2sin’ 8 ( /9 ( )

= F(s, k), (6.99)

g,

where F(s, k) is the well-known incomplete elliptic integral of the first kind.

Elliptic integrals are standard functions implemented in computer algebra
systems, so it is easy to render some geodesics as shown in figure 6.5. The plot
of the elliptic integral shown here is for £ = 0.9. The plot shows clearly that
this is a 1-1, so if one wishes to express r in terms of ¢ one just finds the inverse
of the elliptic integral which yields a Jacobi elliptic function. Thomas Muller
has created a neat Wolfram-Demonstration that allows the user to play with
MT wormhole geodesics with parameters controlled by sliders.

6.7.2 Example Schwarzschild Metric
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In this section we look at the geodesic equations in a Schwarzschild gravitational
field, with particular emphasis on the bounded orbits. We write the metric in

the form
1

ds* = —h(r)dt* + ) dr? + r2(df? + sin 0 d¢?), (6.100)
where 2GM
h(r)=1-="—. (6.101)
Thus, the Lagrangian is
L =—hi*+ %7*2 + 7262 + 1% sin 64>, (6.102)

The Euler-Lagrange equations for ggg, g22 and gz3 yield

d dt
Zop=2| =
ds { hds] 0
d [ ,do] . dol®
Is {r ds} r°sin 6 cos 6 LZJ =0,
d |, 24¢| _

If in the equation for g2, one chooses initial conditions 6(0) = 7/2, 6(0) = 0,
we get 0(s) = m/2 along the geodesic. We infer from rotation invariance that
the motion takes place on a plane. Hereafter, we assume we have taken these
initial conditions. From the other two equations we obtain

dt
h—=F
ds ’
do
2
— =1IL.
" ds

for some constants F and L. We recognize the conserved quantities as the
“energy” and the angular momentum. Along the geodesic of a massive particle,
with unit time-like tangent vector, we have

(6.103)

The equations of motion then reduce to
dat]®> 1 [dr]? do1?
1=—h|= — | = 2| 27
h[ds] +h[ds} r [ds} ’

{drr 12
_ + 72’
-
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Hence, we obtain the neat equation,

E? = [Zﬂ : +V(r), (6.104)

where V(r) represents the effective potential.
2GM L?
Vi) = [1- 22 1+ =
o= [,
2GM n [j 2MGL?

=1
r 72 73

(6.105)

If we let V = V/2 in this expression we recognize the classical 1/r potential,
and the 1/7? term corresponding to the Coriolis contribution associated with
the angular momentum. The 1/r3 term is a new term arising from general
relativity. Clearly we must have E? < V(r). There are multiple cases depending

" 1o 0
09
001
08
002
071

Fig. 6.6: Effective Potential for L = 3,4,5

on the values of E and L and the nature of the equilibrium points. Here we are
primarily concerned with bounded orbits, so we seek conditions for the particle
to be in a potential well. This presents us with a nice calculus problem. We
compute V’(r) and set equal to zero to find the critical points

2
V'(r) = S (GMr® — L?r + 3GML?) = 0.

r

The discriminant of the quadratic is
D =L*-12G°M>.

If D < 0 there are no critical points. In this case, V(r) is a monotonically
increasing function on the interval (2M G, 00), as shown in the bottom left
graph in figure 6.6. The maple plots in this figure are in units with GM = 1.

In the case D < 0, all trajectories either fall toward the event horizon or escape
to infinity.
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If D > 0, there are two critical points

B L2 —12G2M?
e 2GM ’

L+ LVL? —12G?M?
2= 2GM '

The critical point r; is a local maximum associated with an unstable circular
orbit. The critical point ro > r1 gives a stable circular orbit. Using the standard
calculus trick of multiplying by the conjugate of the radical in the first term,
we see that

T — SGM,
L2

"G
as L — oo. For any L, the properties of the roots of the quadratic imply
that riro = 3L2. As shown in the graph 6.6, as L gets larger, the inner radius
approaches 3GM and the height of the bump increases, whereas the outer radius
recedes to infinity. As the value of D approaches 0, the two orbits coalesce at
L? = 12G?>M?, which corresponds to r = 6GM, so this is the smallest value of
r at which a stable circular orbit can exist. Since V(r) — 1 as r — oo, to get
bounded orbits we want a potential well with V(1) < 1. We can easily verify
that when L = 4GM the local maximum occurs at r; = 4G M, which results
in a value of V(r1) = 1. This case is the one depicted in the middle graph in
figure 6.6, with the graph of V’(r) on the right showing the two critical points
at ry = 4GM, ro = 12GM. Hence the condition to get a bounded orbit is

2V3GM < L < AGM,
E2 < V(T1)7 r>r,
so that the energy results in the particle trapped in the potential well to the

right of r1. This is the case that applies to the modification of the Kepler orbits

of planets. If we rewrite
dr _drd¢ L dr

ds  dpds  r2de
and substitute into equation 6.104, we get
L% [dr]® L? 2GM
|| =E*- |14+ = | |1—- )
< laa) =7 o] -]
If now we change variables to uw = 1/r, we obtain
du 1 dr 5 dr
—_— = ——— = —U -,
do r2 d¢ do

and the orbit equation becomes

[32@ = %[E2 — (14 L*u*)(1 — 2GMu)],

Ldu
¢= / VET— (1 + L22)(1 - 2GMLu)

+ ¢o.
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The solution of the orbit equation is therefore reduced to an elliptic integral. If
we expand the denominator

o= / Ldu
V(B2 — 1) + 2GMu — L2u? + 2GM L*u?

+¢Oa

and neglect the cubic term, we can complete the squares of the remaining
quadratic. The integral becomes one of standard inverse cosine type; hence,
the solution gives the equation of an ellipse in polar coordinates

- % =C(1+ecos(¢ — ¢p)),

for appropriate constants C, shift ¢g and eccentricity e. The solution is auto-
matically expressed in terms of the energy and the angular momentum of the
system. More careful analysis of the integral shows that the inclusion of the
cubic term perturbs the orbit by a precession of the ellipse. While this ap-
proach is slicker, we prefer to use the more elementary procedure of differential
equations. Differentiating with respect to ¢ the equation

dul?
L? {d:ﬂ = (E? — 1) +2GMu — L*u?® + 2GM L*u?,

and cancelling out the common chain rule factor du/d¢, we get

d*uv  GM 9
Introducing a dimensionless parameter

3G?M?
€=—73 >

we can rewrite the equation of motion as

d*u GM L* ,

@ +u= ?—‘rGiMu €. (6.106)

The linear part of the equation corresponds precisely to Newtonian motion, and
€ is small, so we can treat the quadratic term as a perturbation

u:u0+u16+u262—|—....

Substituting u into equation 6.106, the first approximation is the linear approx-

imation given by
GM

L2

The homogenous solution is of the form u = Acos(¢ — ¢p), where A and ¢y
are the arbitrary constants, and the particular solution is a constant. So the
general solution is

ug +u =

GM
uo =5 F Acos(¢ — o),
GM AL?

= ?[1 +ecos(p— ¢o)], e= iR
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Without loss of generality, we can align the axes and set ¢g = 0 . In the
Newtonian orbit, we would write ug = 1/r, thus getting the equation of a polar
conic.

GM
2 7z
In the case of the planets, the eccentricity e < 1, so the conics are ellipses.
Having found wug we reinsert w into the differential equation 6.106 and keeping
only the terms of order e. We get

g = 1+ ecos¢) (6.107)

M L2
(ug + ure)” + (up + ure) = CZT + G—Me(uo + ule)z,
GM L2
(ug + o = —5) + (uf +w)e = —uge.

Thus, the result is a new differential equation for u,
ul +u] = ——
1+ }e?) + 2ecos ¢ + 2e® cos 2¢).

The equation is again a linear inhomogeneous equation with constant coeffi-
cients, so it is easily solved by elementary methods. We do have to be a bit
careful since we have a resonant term on the right hand side. The solution is

L2

Gapl(1+ 3€%) + 2edcos 6 — ge? cos 2],

uy =
The resonant term ¢ cos ¢ makes the solution non-periodic, so this is the term
responsible for the precession of the elliptical orbits. The precession is obtained
by looking at the perihelion, that is, the point in the elliptical orbit at which
the planet is closest to the sun. This happens when

du d
% ~ %(uo +U1) = 07
—sin¢ + (sin¢g + ep cos ¢ + %esind)) =0.

Starting with the solution ¢ = 0, after on revolution, the perihelion drifts to

¢ = 2w+ 9. By the perturbation assumptions, we assume ¢ is small, so to lowest
order, the perihelion advance in one revolution is
67G?M?>

6 =2me = —7z (6.108)

From equation 6.107 for the Newtonian elliptical orbit, the mean distance a to

the sun is given by the average of the aphelion and perihelion distances, that is

1[L*/GM  L*/)GM]|  L* 1
21 1+e 1—e | GM1—e2
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Thus, if we divide by the period T', the rate of perihelion advance can be written
in more geometric terms as

5— 6rGM
a(l —e2)T’

The famous computation by Einstein of a precession of 43.1”7 of an arc per
century for the perihelion advance of the orbit of Mercury, still stands as one
of the major achievements in modern physics.

For null geodesics, equation 6.103 is replaced by
B dx? dx¥
I s ds

so the orbit given by the simpler equation

0

dr]? 12
2— JR— PR
E _{dJ + —gh.

Performing the change of variables u = 1/r, we get

dPu
— = 3GMu>.
e +u=3GMu

Consider the problem of light rays from a distant star grazing the sun as they ap-
proach the earth. Since the space is asymptotically flat, we expect the geodesics
to be asymptotically straight. The quantity 3G M is of the order of 2km, so it is
very small compared to the radius of the sun, so again we can use perturbation
methods. We let ¢ = 3GM and consider solutions of equation

'+ u = eu?,

of the form
U = Uug + ue€.
To lowest order the solutions are indeed straight lines
ug = Acos ¢ + Bsin g,
1 = Arcos ¢ + Brsin ¢,
1= Ax+ By

Without loss of generality, we can align the vertical axis parallel to the incoming
light with impact parameter b (distance of closest approach)

1
Uy = 3 cos ¢.

As above, we reinsert the u into the differential equation and compare the
coefficients of terms of order e. We get an equation for uq,

1 1
uf +up = b—zcosz(b = @(1 + cos 2¢).
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We solve the differential equation by the method of undetermined coefficients
and thus we arrive at the perturbation solution to order €

1 2¢ €
U= ECOSQSJr— — — Cos
To find the the asymptotic angle of the outgoing photons, we let r — oo or
u — 0. Thus we get a quadratic equation for cos ¢.
2 2GM
CSO= g T
Set ¢ = T + 0. Since § is small, we have sind ~ ¢, and we see that § = 2GM /b
is the approximation of the deflection angle of one of the asymptotes. The total
deflection is twice that angle
A4GM
-—
The computation results in a deflection by the sun of light rays from a distant
star of about 1.75”. This was corroborated in an experiment lead by Eddington
during the total solar eclipse of 1919. The part of the expedition in Brazil was
featured in the 2005 movie, The House of Sand. For more details and more
careful analysis of the geodesics, see for example, Misner Thorne and Wheeler
[21].

20

6.8 Gauss-Bonnet Theorem

This section is dedicated to the memory of Professor S.-S. Chern. I prelude
the section with a short anecdote that I often narrate to my students. In
June 1979, an international symposium on differential geometry was held at the
Berkeley campus in honor of the retirement of Professor Chern. The invited
speakers included an impressive list of the most famous differential geometers
at the time, At the end of the symposium, Chern walked on the stage of the
packed auditorium to give thanks and to answer some questions. After a few
short remarks, a member of the audience asked Chern what he thought was
the most important theorem in differential geometry. Without any hesitation
he answered, “there is only one theorem in differential geometry, and that is
Stokes’ theorem.” This was followed immediately by a question about the most
important theorem in analysis. Chern gave the same answer: “there is only one
theorem in analysis, Stokes’ theorem. A third person then asked Chern what
was the most important theorem in Complex Variables. To the amusement of
the crowd, Chern responded, “There is only one theorem in complex variables,
and that that is Cauchy’s theorem. But if one assumes the derivative of the
function is continuous, then this is just Stokes’ theorem.” Now, of course it
is well known that Goursat proved that the hypothesis of continuity of the
derivative is automatically satisfied when the function is holomorphic. But the
genius of Chern was always his uncanny ability to extract the essential of what
makes things work, in the simplest terms.

The Gauss-Bonnet theorem is rooted on the theorem of Gauss (4.72), which
combined with Stokes’ theorem, provides a beautiful geometrical interpretation
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of the equation. This is undoubtedly part of what Chern had in mind at the
symposium, and also when wrote in his Euclidean Differential Geometry Notes
(Berkeley 1975 ) [4] that the theorem has “profound consequences and is perhaps
one of the most important theorems in mathematics.”

Let 8(s) by a unit speed curve on an orientable surface M, and let T be the
unit tangent vector. There is Frenet frame formalism for M, but if we think of
the surface intrinsically as 2-dimensional manifold, then there is no binormal.
However, we can define a “geodesic normal” taking G = J(T'), where J is
the symplectic form 5.50, Then the geodesic curvature is given by the Frenet
formula

T = k,G. (6.109)

6.8.1 Proposition Let {e1,es} be an orthonormal on M, and let 5(s) be a
unit speed curve as above, with unit tangent T'. If ¢ is the angle that T" makes
with ey, then

_9_p

Fg = 52 wy(T). (6.110)

Proof Since {T,G} and {e1, ez} are both orthonormal basis of the tangent
space, they must be related by a rotation by an angle ¢, that is

T| | cos¢ sing]| |e
{G} a [— sin ¢ cosqb} L;] ’ (6.111)
that is,

T = (cosg)er + (sing)es,
G = —(sin¢)ey + (cos ¢p)ea. (6.112)

Since T'= /’, and 8" = V,T we have
0 0
B" = —(sin ¢)8—fel + cos pVrer + (cos qb)a—feg +sin ¢Vres,

= —(5n6)2er + (cos @A (T)es + (cos ) Soes + (sin )y (T,
9 06

= 55 ~w2(DI[=(sing)er] + [5= = wh(T)][(cos @)ea),
= (20— A @) simg)er + (con e

~ (52 - (TG

= KryG.

comparing the last two equations, we get the desired result.

This theorem is related to the notion discussed in figure 6.2 to the effect that
in a space with curvature, the parallel transport of a tangent vector around a
closed curve, does not necessarily result on the same vector with which one
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started. The difference in angle A¢ between a vector and the parallel transport
of the vector around a closed curve C' is called the holonomy of the curve. The
holonomy of the curve is given by the integral

A¢:/Cw12(T) ds. (6.113)

6.8.2 Definition Let C' be a smooth closed curve on M parametrized by
arc length with geodesic curvature 4. The line integral ¢, 4 ds is called the
total geodesic curvature. If the curve is piecewise smooth, the total geodesic
curvature is the sum of the integrals of each piece.

A circle of radius R gives an elementary example. The geodesic curvature
is the constant 1/R, so the total geodesic curvature is (1/R)27R = 2.

If we integrate formula 6.110 around a smooth simple closed curve C' which
is the boundary of a region R and use Stokes’ Theorem, we get

%Cfigds:%cd(b—fcwlgd&
o] e

For a smooth simple closed curve, fc d¢p = 2m. Using the Cartan-form version
of the theorema egregium 4.106 we get immediately

// K dS+/ Kg ds = 2. (6.114)
R C

as

g

a;

Fig. 6.7: Turning Angles

If the boundary of the region consists of k£ piecewise continuous functions as
illustrated in figure 6.7, the change of the angle ¢ along C' is still 27, but the
total change needs to be modified by adding the exterior angles a. Thus, we
obtain a fundamental result called the Gauss-Bonnet formula,
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6.8.3 Theorem
//Kd5+/ Kg ds—i—Zak:%r. (6.115)
R c A

Every interior ¢ angle is the supplement of the corresponding exterior «; angle,
so the Gauss Bonnet formula can also be written as

//RK dS-i—/CHg ds—i-;(ﬂ—bk):Qﬂ'. (6.116)

The simplest manifestation of the Gauss-Bonnet formula is for a triangle
in the plane. Planes are flat surfaces, so K = 0 and the straight edges are
geodesics, so kg = 0 on each of the three edges. The interior angle version of
the formula then just reads 37 — ¢y — 12 — t3 = 27, which just says that the
interior angles of a flat triangle add up to w. Since a sphere has constant positive
curvature, the sum of the interior angles of a spherical triangle is larger than .
That amount of this sum over 27 is called the spherical excess. For example,
the sum of the interior angles of a spherical triangle that is the boundary of one
octant of a sphere is 37/2, so the spherical excess is 7/2.

6.8.4 Definition The quantity [ [ K dS is called the total curvature

6.8.5 Example A sphere of radius R has constant Gaussian Curvature 1/R2.
The surface area of the sphere is 47 R2, so the total Gaussian curvature for the
sphere is 4.

6.8.6 Example For a torus generated by a circle of radius a rotating about
an axis with radius b as in example (4.40), the differential of surface is dS =
a(b+ acosf) dfdg, and the Gaussian curvature is K = cos8/[a(b+ a cos0)], so
the total Gaussian curvature is

2w 27
/ / cos @ dodo = 0.
o Jo

We now relate the Gauss-Bonnet formula to a topological entity.

{ |

—
Torus

Fig. 6.8: Triangulation
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6.8.7 Definition Let M be a 2-dimensional manifold. A triangulation of the
surface is subdivision of the surface into triangular regions {/Ay} which are the
images of regular triangles under a coordinate patch, such that:

M= Uk JAYS

2) A; A is either empty, or a single vertex or an entire edge.

3) All the triangles are oriented in the same direction,
For an intuitive visualization of the triangulation of a sphere, think of inflating a
tetrahedron or an octahedron into a spherical balloon. We state without proof:

6.8.8 Theorem Any compact surface can be triangulated.

6.8.9 Theorem Given a triangulation of a compact surface M, let V be the
number of vertices, E' the number of edges and F' the number of faces. Then
the quantity

X(M)=V — E+F, (6.117)

is independent of the triangulation. In fact the quantity is independent of any
“polyhedral” subdivision. This quantity is a topological invariant called the
Euler characteristic.

6.8.10 Example

1. A balloon-inflated tetrahedron has V' =4, E = 6, F = 4, so the Euler
characteristic of a sphere is 2.

2. A balloon-inflated octahedron has V =6, I =12, F' = &, so we get the
same number 2.

3. The diagram on the right of gigure 6.8 represents a topological torus. In
the given rectangle, opposites sides are identified in the same direction.
The number of edges without double counting are shown in red, and the
number of vertices not double counted are shown in black dots. We have
V =6, E =18 F = 12. So the Euler characteristic of a torus is 0.

4. In one has a compact surface, one can add a “handle”, that is, a torus, by
the following procedure. We excise a triangle in each of the two surfaces
and glue the edges. We lose two faces and the number of edges and vertices
cancel out, so the Euler characteristic of the new surface decreases by 2.
The Euler characteristic of a pretzel is —4.

5. The Euler characteristic of an orientable surface of genus g, that is, a
surface with g holes is given by x(M) = 2 — 2g.

6.8.11 Theorem Gauss-Bonnet
Let M be a compact, orientable surface. Then
1

— K dS =x(M). A1
5 [ K ds =) (6.118)
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Proof Triangulate the surface so that M = Uszl Ak. We start the Gauss-
Bonnet formula

F

F
// KdS:Z/ dezv Kg ds + 7+ (k1 + thz + ti2)) |
M k=17 Dk J

k=1 L/ 00k

where I is the number of triangles and the ¢;’s are the interior angles of triangle
Ag. The line integrals of the geodesic curvatures all cancel out since each edge
in every triangle is traversed twice, each in opposite directions. Rewriting the

equation, we get
// KdS=-nF+S
M

where S is the sum of all interior angles. Since the manifold is locally Euclidean,
the sum of all interior angles at a vertex is 27w, so we have

// KdS=—nF + 27V
M

There are F' faces. Each face has three edges, but each edge is counted twice,
so 3F = 2F, and we have F = 2F — 2F Substituting in the equation above, we
get,

// K dS =—7(2E —2F) + 27V =2n(V — E+ F) = x(M).
M

This is a remarkable theorem because it relates the bending invariant Gaus-
sian curvature to a topological invariant. Theorems such as this one which cut
across disciplines, are the most significant in mathematics. Not surprisingly, it
was Chern who proved a generalization of the Gauss-Bonnet theorem to general
orientable Riemannian manifolds of even dimensions [5].



Chapter 7

Groups of Transformations

7.1 Lie Groups

At the IX International Colloquium on Group Theoretical Methods in Physics
held in 1980 at Cocoyoc, Mexico, one of the invited addresses was delivered
by the famous mathematician Bertram Konstant, who years later would be
awarded the Wigner Medal. In his opening remarks, Konstant made the fol-
lowing intriguing statement, “In the 1800’s, Felix Klein and Sophus Lie decided
to divide mathematics among themselves. Klein took the discrete and Lie took
the continuous. I am here to tell you that they were both working on the same
thing.”

In this chapter we present an elementary introduction to Lie groups and
corresponding Lie algebras. A simple example of a Lie group is the circle group
U(1) = {z € C: |2|?> = 1} which, as a manifold, corresponds to the unit circle
S1. In polar form, an element of this group can be written in the form e?.
The group multiplication z — €'’z corresponds to a rotation of the vector z
by an angle #. Using the matrix representation 5.2.2 for complex numbers and
Euler’s formula e = cosf + isinf, we see that the group is isomorphic to
SO(2,R) as shown in example 3.4. This example captures the essence of what
we seek, that is, a group that is also a manifold and that can be associated
with some matrix group. A U(1) bundle consists of a base manifold M with a
structure that locally looks like a cross product of an open set in M with U(1).
Generalizations in which the fibers are Lie groups leads to a structure called
a principal fiber bundle. Lie Groups, Lie algebras and principal fiber bundles
provide the mathematical foundation in modelling symmetries in classical and
quantum physics. The subject is much too rich to give a comprehensive treat-
ment here, but we hope the material will serve as a starting block for further
study.

7.1.1 Definition A Lie group G is a group that is also a smooth manifold.

233
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It is assumed that the usual group multiplication and inverse operations,

w:GxG— G,

(91,92) = 9192,
t:G— G,

g9,

are C°.

7.1.2 Definition A Lie subgroup is a subset H C G of a Lie group G, that
is itself a Lie group.

7.1.3 Examples

1. The (real) general linear group is the set of n x n matrices,
GL(1,R) = {A € Myn(R) : det(4) £ 0}. (7.1)

Topologically, GL(n,R) is equivalent to R™ and has the structure of an
n?-dimensional differentiable manifold. The map det : GL(n,R) — R
is continuous. The inverse image of 0 under this map is a closed space
and GL(n,R) is the complement, so GL(n,R) is an open subset of R
and thus it is not compact. GL(n,R) is not connected being the union
of two disjoint open sets defined by whether det(4) > 0 or det(A) <
0. The connected component GL'(n,R) corresponding to det(A) > 0,
contains the identity. Furthermore, if det(A) > 0 and det B > 0, we have
det(AB) > 0 and det(A~!) > 0, so GL*(n,R) is a (non-compact) Lie
subgroup.

2. The subset of GLT(n,R) with the restriction det(A) = 1 is called the
special linear group SL(n,R). This is also a non-compact subgroup.

3. The complex general linear group is the set of n X n matrices,
GL(n,C) ={A € M,x»(C) : det(A) # 0}. (7.2)

The subgroup of matrices A € GL(n,C) with det(A) = 1 is called the
special linear group SL(n, C).

4. The real orthogonal group is the set of n x n real matrices
O(n,R) ={A € Muy,(R): A71 = AT}, (7.3)

The condition A~! = A7 is equivalent to AAT = AT A = I. We have the
following

a) IT=1I"1=1,s01¢€0O(n,R).

b) If A,B € O(n,R), then (AB)(AB)T = ABBTAT = AAT =], so
AB € O(n,R).
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c) If A€ O(n,R), then A=Y (A™HT = AT(AT)T = ATA=1T.
Hence O(n, R) is a Lie subgroup of the GL(n, R). The map T'(A) = AAT
is continuous and O(n,R) = T~1(I), so O(n,R) is closed.

If we denote by e the kth column vector of A, then the matrix element
of AT A in the jth row and kth column is given by

(ej)Tek =< ¢j, e >= 6jk-

Thus, the columns (and rows) of an orthogonal matrix constitute a set of
orthonormal vectors. There are n column vectors, so under the Euclidean
norm of R, we have ||A||2 = n. That is, elements of O(n,R) lie on
a sphere 5”2*1, so the set is bounded. By the Heine-Borel theorem,
O(n,R) is compact. By equation 1.57 and the subsequent Theorem, we
can characterize the orthogonal group as the set of linear transformations
that preserves the standard metric g = diag(+1,+1,---+ 1) in R™.

. If a matrix A is orthogonal, then the condition AAT = I implies that

det(AAT) = det(A) det(AT),
= det(A)? = det(),
so det(A) = +1. We define the (real) special orthogonal group SO(n,R)

to be the subset of O(n,R) of orthogonal matrices A, with det A = 1.
SO(n,R) is a compact Lie subgroup of dimension 3n(n — 1).

. The unitary group is the set if n x n matrices

U(n) ={A € My, (C): A7t = AT}, (7.4)

where A' is the Hermitian adjoint. This is the complex analog of the
orthogonal group. The condition A=! = At is equivalent to AAT = T,
which implies that det(A) = +1. The subgroup of unitary matrices A
with det(A) = 1 is called the Special Unitary group SU(n); it is a compact
group of dimension n? — 1.

. Let {M, g} be the pseudo-Riemannian manifold R" with a type (p,q)

metric with signature g = diag(1,1,--- —1,—1...). The group of trans-
formations preserving this metric is called O(p,q). If in addition, the
matrices A € O(p, q) are required to have det(A4) = 1, the group is called
SO(p,q). These groups are not compact. The special case L = O(1,3,)
is the group of transformations preserving the Minkowski metric. This
group is called the Lorentz group which, is central to relativistic physics.

. In a completely analogous manner, let {M, g} be the pseudo-Riemannian

complex manifold C™ with a hermitian metric g = diag(1,1,--- —1,—1)
of type (p,q). The group of transformations preserving this metric is
called U(p,q). If in addition, the matrices A € U(p,q) are required to
have det(A) = 1, the group is called SU(p, q). These groups are also not
compact. The special case SU(2,2) is isomorphic to the Poincaré group
and is of interest in twistor theory.
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9. Consider the space F2", where F stands for the reals R, the complex C,
or the quaternion H algebras. Let (¢',...¢",p1,...pn) denote the local
coordinates. In the case F = R, we may think of the local coordinates as
representing position and momenta. Let €2 be the non-degenerate skew-
symmetric two-form

Q=d¢ Ndp;, i=1...n. (7.5)

The symplectic group Sp(2n,F) is the group of transformations preserving
the symplectic form €. The tensor components of 2 in standard basis are

given by
0o I,

Q= [—In 0} , (7.6)
where [, is the identity nx n matrix. Then the symplectic group is defined
by

Sp(2n, F) = {A € Moy xon(F) : ATQA = Q}. (7.7)

The symplectic group is an essential structure in the differential geome-
try description of Lagrangian and Hamiltonian mechanics. In the simplest
case in which F = R, and n = 1, the components of the canonical sym-
plectic form is the complex structure introduced in equation 5.50 in the
context of conformal maps. It is immediately clear that Sp(2, R) consists
of all 2 x 2 matrices A with det(4) = 1, so Sp(2,R) = SL(2,R). The
symplectic groups are simply connected but not compact. We define the
compact group,
Sp(n) = Sp(2n,C) N SU(2n),

that is, the space of all complex symplectic matrices which are also el-
ements of the special unitary group. Sp(n) can be identified with the
quaternionic unitary group U(n,H). In particular, Sp(1) is the set of
unit quaternions and Sp(1) ~ SU(2) is topologically a three sphere S3.
More details on this topic appear later in the discussion of quaternions,
starting with equation 8.15

7.1.1 One-Parameter Groups of Transformations

In this section we formalize the notion of flows of vector fields mentioned in
definition 1.1.13. The concept of flows of vector fields permeates all of physics.
The classical description of magnetic fields illustrates this well. Consider for
example the Earth’s magnetic field. At any point around the planet, one as-
sociates a vector and a direction for the magnetic field at that point. If one
picks any such point and follows in an infinitesimal trajectory along the earth
magnetic field vector, one arrives at new point with corresponding field vector.
Iterating the process, one obtains an integral curve on which the vector field
restricted to that curve is tangential to the curve. Doing this at all points in a
neighborhood of the point then gives rise to a family non-intersecting integral
curves that we usually call the magnetic field lines. Magnetic field lines traced
by iron filings around a laboratory-grade magnetic sphere, give a geometrical
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rendition of the direction of the magnetic field at any point. The converse
notion of flows is also intuitively clear as shown in figure 7.1. If one has a non-
intersecting family of curves on a neighborhood of a point on a manifold, one
would expect that the tangent vectors to the family of curves would constitute
a vector field. Students acquainted with more advanced classical physics will
know that state space of a dynamical systems is equipped with a real value
function H called the Hamiltonian, which effectively represents the energy at
each point. Hamiltonian mechanics is then formulated in terms of a symplectic
structure that associates with H, a Hamiltonian vector field Xy whose integral
curves correspond the solutions of the equations of motion. For a rigorous and
elegant treatment of this subject, see Abraham-Marsden [20].

7.1.4 One-Parameter group of diffeomor-
phisms

Let U C M be an open subset of an n-
dimensional manifold, p € U, and let I, =
(—€,€) with € > 0 be an open interval in R.
A one-parameter group of diffeomorphisms is
a smooth map,

pr:IexU—> M
(tap) = @t(p)a ‘t| <,

Fig. 7.1: Integral Curve

with the following properties. Suppose that
t,s € R, with |t],|s] < €, |s +¢] < ¢, and
¢s(p), ¢(p), ds+¢(p) € U, then

a) s 0 Pr = Pstt,

b) ¢,(p) =p for all p e U.
The map ¢, is clearly a local diffeomorphism with inverse function given by
(o)™ = ¢_s. Now consider a vector field X such that X, = ¢}(p) at each
point p = ¢, (p), as shown in figure 7.1. If f : M — R is a smooth function,
then the action X on f as a linear derivation is given by the push-forward
formula 1.25

Xp(f) = @i (p)(f),
( 0« () (Dl

= %(f 0 pi(p))li=0

Conversely, if X is vector field given in local coordinates z* in a neighborhood
of a point p, given by,

0
X =t — =1...n
Oxt H
then, for a curve ¢,(p) with initial condition that ¢o(p) = p, to have X, as a
tangent vector, it must be the case that,
, dxt 0

= _— = X
vt dt O+
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Thus, we are led to a system of first order ordinary differential equations,

dxh
% =kt 2.

subject to the condition z* o ¢, (p) = v*(p) By the existence and uniqueness
theorem of solutions of such systems, for sufficiently small €, there exists a
unique integral curve that satisfies the equation on I, = (—¢,€). We conclude
that smooth vector fields can be viewed as generators of infinitesimal groups of
diffeomorphisms. The one-parameter group of diffeomorphisms ¢; is also called
the flow of the vector field X.

At this point it is worthwhile to review the notion of the push-forward of
a vector field first introduced in 1.11. Let ¢ : M — N be a smooth manifold
mapping and X € 2 (M). If g: N — R is a smooth function, the push-forward
of X is a vector field Y = ¢, X € 2 (N) defined by

(p«X)(g9) = X(g o).

More precisely, if p € M,

= X,(go ).
so that,
Y(g)op=X(gowp). (7.8)

Suppose that in addition, ¢ is a diffeomorphism, let £ be a one-parameter
group associated with a vector field X € 2°(M). Then we can push-forward to
a one-parameter subgroup ; associated with ¢, X in N given by

Pr=poop !, (7.9)
as illustrated in the commuting diagram,

M-*s N
&l el
M -*5 N.
In other words, under a diffeomorphism ¢, the integral curves of a vector field
X are mapped to the integral curves of ¢, X.
Diffeomorphisms also allow us to use the inverse of the push-forward to

pullback vectors, and push-forward functions with the inverse of the pullback.
Specifically, if f € .# (M) and Y € Z'(N),

CY ()= )Y () =Y(fop™), (7.10)
puf =fop™! (7.11)

which we can write,

Y (f) = Y(p.f)- (7.12)
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When ¢ is a diffeomorphism, one may extend the pullback to tensor fields.
Suppose M is an n-dimensional manifold. Since M locally looks like R™, on
a coordinate patch on a neighborhood of point p we can pick an orthonormal
basis {e; ..., e,} for the tangent space, with dual basis {6',..., 6"}. Referring
back to section 2.2.1, a tensor field T' € .7 (M) is a section of the bundle of
tensor products of the tangent and cotangent spaces. In the given basis the
tensor is an expression of the form,

T=T" " (e;,®,  @e;, @O @ @609°) (7.13)

J1---Js

The tensor components are defined as,

Tlllr :T(Hil’,,.79i7',€j1,...€js)~ (714)

J1---Js

Let ¢ be a tensor field on N. The generalization of the pull-back 2.68 is given
by,

(@ )p (07,07 ey, €5.) = topy (0107, 0 0 oy, pae,)
(7.15)
Once again, the fancy equation can be demystified as just a generalized ver-
sion of the chain rule. If the diffeomorphism is given in local coordinates by
y* = fH(x"), so that e, = 9/0z* and 6% = da*, equation 7.15 is the classical
transformation law for tensors,

*g\i1.de _ Oyl dy'r gzl dzls k1. .k,
(P55 = Gomr -+ Gurr gyi - oyrs Ll (7.16)

The matrices dz" /0y* are allowed because ¢ is a diffeomorphism, so the Jaco-
bians are invertible. Of course, we can pull-back (or push-forward) vectors and
tensors if ¢ is a local diffeomorphism of M into itself.

Perhaps this is an appropriate time to generalize the coordinate-free exte-
rior derivative formula 6.28 to arbitrary forms. Let A*(M) be the bundle of
alternating covariant tensors of rank k and denote the sections of the bundle
by QF(M). As in 2.3, sections of this bundle are called k-forms on M.

7.1.5 Definition Let w be a k-form on M, and let {Xy,... X411} € Z°(M).
The exterior derivative of w is the (k + 1)-form given by, (See, for example,
Spivak [34])

k+1
dw(Xy,. . Xe1) = (=)™ Xi(w(X, .o, Xiy o, Xega)
=1
S (D)X, X, X X X Xeg)
1<J

(7.17)

where the “hats” mean that these vectors are excluded. Thus, for a 2-form w,
the formula gives

dw(X,Y, Z) =X(w(Y, Z)) = Y (w(X, 2)) + Z(w(X,Y))
- w([X,Y],2)+w([X, Z],Y) —w(]Y, Z], X).
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If one chooses local coordinates as in section 2.3, we find that the operator is
consistent with 2.65, and satisfies the properties in 2.66 and 2.69. In particular,
the following holds:

7.1.6 Theorem Let M, N be a manifolds, a € Q*(M), 3 € Q/(M), and
@ : M — N be a diffeomorphism as above. Then

a.dod=0,

b. d(aAB) =da B+ (=1)fandp,

c. P (aNB) = ahp*s,

d. *(dw) = d(p*w).

7.1.2 Lie Derivatives

Let @; be the one-parameter group of diffeomorphisms generated by the
integral curves of a vector field X. We can use the pullback and the push-
forward of ¢, to define a rate of change of functions, forms and vector fields in
the direction of X. If f € .# (M) is a smooth function on M, and p € M is a
point on M, we define the Lie derivative of f with respect to X by

d

£x,f = a(%’:f) .

i £ 0 #e(0) = f(p)
t—0 t ’
= Xp(f), (7.18)

— df(X)],. (7.19)

which as expected, is just the directional derivative. If w € Q'(M) is a one
form on M, we define the Lie derivative of w at p by

(£xw)(p) = —(pjw)|

This certainly has the right flavor of a derivative, namely, we pullback the form
from a nearby point, compute the difference quotient, and then measure the
infinitesimal change by evaluating the limit as ¢ goes to 0. We will compute a
formula for £ xw a little later in this section. In a similar manner, if Y € 2 (M)
is another vector field in M, we define its Lie derivative along X by using the
push-forward

£XY — lim }/P — ((pt*Y)P

t—0 t

where (p1.Y), = @t*(Y(bt—l(p)). That is, take the vector Y at ¢; ' (p) = ¢_¢(p),
push it forward to p and compare the infinitesimal change with Y},, as shown in
figure 7.2. Since ¢y is a diffeomorphism, we can pullback vectors by the inverse
of the push-forward, so we could equivalently define £ xY in manner that looks



7.1. LIE GROUPS 241

~

() (@e.Y)p

Fig. 7.2: Lie Derivative

more like the definition for functions and forms

d
Y = — (oY 7.20
£xY = Gy (7.20)
d
= — . 7.21
dt(sot) o (7.21)
~h.Y. Y,
— piy P )Yy 7 Yo (7.22)
t—0 t

In fact, since formula 7.15 shows that one can pull-back tensors in the case of
a diffeomorphism, the Lie derivative can be extended to a linear derivation on
the full tensor algebra.

7.1.7 Definition Let X be a vector field in M, and ¢:(p) be the one-
parameter family of diffeomorphisms generated by X, let T' € .7 be a tensor
field. The Lie derivative of the tensor T with respect to X at p is defined as,

d
£x.T = — (T
Xp dt (Spt ) —0 or,
d * *
0T =0 £xT. (7.23)

That the second version of the definition follows from the first, can easily be
established by a quick computation

d . d, .
%@T = 7(¢s+tT)

d * Lk ik
= = Z(0T)| =i £xT

s=0

s=0

The operator £x : J] — 7 is clearly linear and satisfies Leibnitz rule. We
have the following important theorem,

7.1.8 Theorem £xY =[X,Y].
Proof Consider the function f o ¢;. The Taylor expansion about the point p
gives

Fow= (o)) +t Slfonl] +0(),
t=0

= f(p) +tX, + O(t*).
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Let f € % (M). From the definition of the Lie derivative, we have

-’EXY _ %g% YZD — (t@t)*y
Applying this to f at p, we get,
£x,Y(F) = tim YT gy
P
1 Y, (f) - ¢;1(p)(f°<0t)
e t ’
_ i Yp(f) — Y¢;1(p)(f(p) +tXp)
50 t ’
Yp(f) = Y1 (f)
= lim | f S YL (0O(f) ]
= Xp(Y([f)) = Yp(X(f)),
= [X,Y]p(f)

7.1.9 Theorem If ¢ : M — N is a diffeomorphism and f € .Z (M) is any
smooth function on M, then,

Lo.x(pf) = pu(£xS) (7.24)
Proof

Lo x (s )low) = 0+ X o) (f 0 o),
= X(fop top)(p),
= X(f)(»)
= X(f)oe Mow),
Lo, x (s f) =pu(£xf).

7.1.10 Theorem If ¢ : M — N is a diffeomorphism and X, Y € Z°(M) are
vector fields on M, then,
Lox(9aY) = pu(£xY);  that is
[ X, Y] = @u[ X, Y] (7.25)
Proof Let g € .#(N). By equation 7.8, we have to show that [p.X, ¢.Y](g) o
v =[X,Y](gop). We have,
[P X, 0. Y](g) 0 = [p X, 9. Y],
= (P X(pY(9)) 00 = (Y (0 X(9)) 0 ¢,
= X(p:Y(9) 0 ) = Y(puX(g) 0 ),
=X(Y(goy)) =Y (X(g0¢)),
=[X,Y](g o).
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The Lie derivative satisfies the following,

7.1.11 Properties. Let fe #, XY € 2, and Ty, Ts be tensors. Then

b) £xY = [X,Y],
) £x(fY) = X(f)Y + fL£xY,
d) £x(T@T) = £xT1 @To +T1 @ £xT>.
e) £x(C(T)) = C(£xT), where C : 7 — F7 ' is a contraction (See 7).
So, if w is a one-form, we have,

LxW|Y) = (£xw]Y) + {w|£xY).
Consequently, the Lie derivative of a one form is given by,
(£xw]Y) = Lx(W]Y) = (w, £xY),
£xw(V)=Lx(w(l)) —w(£xY),
— X(@(Y)) —w([X,Y)) (7.26)
Now that we know the Lie derivative of functions, vector fields, and one forms,

it is a straight-forward exercise to use induction on tensor products, to find the
formula for the Lie derivative of any tensor field T € 7. The formula is,

Lx[T(Wh, ... W X1,...X)] = £xT(w, .. .w", X1,... X,,)

+ZT(w1,...,£Xwi,...7w7',X1,...,X5)

i=1

+Y T e Xy, £x Xy X)),

=1
(7.27)
If we set X = X*0y, the formula in component form reads
1o lp k 1ol
ExTy g = XPOT
HOXTLES + OXT
— (05, XY 2t — (05, XFYT 2ieir — (7.28)

In a Riemannian manifold {M, g} with Levi-Civita connection V, the formula
above for the components of the Lie derivative is not manifestly covariant, but
it becomes so by replacing the 0x’s by the covariant derivative Vi. That is,

£xThir = xky, Tir-ir

J1---Js J1---Js
1 k1 ’L1 I i1kt z,
+ (Vi X 1)T31J2 j +(v’fX 2)lelhf; gs T
— (Vi XN = (Ve XD - (1.29)

One can verify directly, that all the extra terms with connection coefficients
cancel out, and the formula reduces to the previous one. If the components of
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the Riemannian metric are given by g,,, = ¢(0,,0,), and X = X?0,, we have

-£Xg;tu - Xavag#u + (vuXU)gau + (VVXU)gmn
=V, X, +V,X,.

A vector field X that satisfies the equation
£xg=0 (7.30)

is called a Killing vector. If o, is the one-parameter subgroup corresponding to
the flow of a Killing vector, the solutions of the Killing equation

VX, +V, X, =0 (7.31)

represent isometries of the manifold. In Minkowski space, the Killing vector
fields correspond to the generators of the Lorentz group discussed in section
8.2. Let a(t) be a geodesic in the manifold with velocity vector V' given in local
coordinates by V = V#9,, = i#(t)d,, and suppose that X = X”0, is a Killing
vector, then,

Vy(V*X,)=V"V,(V*X,),
=V'VIV, X, + VXV, V,,
= 1V'VH(V, X, + V. X)) + X'VYV,V,,
=0
The first term vanishes because X is a Killing vector and the second because
V is geodesic, so that ViV = 0. Thus, the metric <V, X >= V*#X, is a con-
served quantity along the geodesic. Roughly speaking, the conserved quantity

associated with the local isometry is the momentum, which makes sense, since
a free particle travelling along a geodesic is not subjected to external forces.

7.1.12 Theorem If X € 2 (M) and w € QF(M), n € Q' (M), then,

d,EXw = £de7 (732)
Ex(wAn) = L£xwA L£xn. (7.33)

Proof Let ¢, be the one-parameter flow of X. By definition,

£x0(p) = (@10 leco.

The theorem follows immediately from the fact that d is linear and so, it com-
mutes with d/dt, plus the already established formulas ¢jdw = dpjw, and

i (wAn) = piw A pin.

We recall the definition if the interior product 2.23. Let M be a manifold,
X, X1..., K € Z (M) and w € Q¥ (M), then,

ixw(X1,. .. X)) =w(X, X1,..., Xp). (7.34)
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By convention, we set ix f = 0. If w is a one-form, ixw = w(X).
7.1.13 Theorem Let ¢ : M — N be a diffeomorphism. Then,

Q" (ixw) = ip=x P w. (7.35)
Proof Let {Y =¢*X, Y, =¢p*X;,i=1...k} € Z(M). We have

iy 'w(Yr,....Ye) = o*w(Y, Y1,..., Y),
=w(p.Y, 0. Y1, ..., 0. XYy),
= w(X, X1,...Xp),
= ixw(X1, ..., Xp)

losx @ w(Yi, ..., Vi) = o ixw(Yi,. .., Ys),

If o; is a local diffeomorphism on M the theorem can be restated as,

(p: (e} iX = i‘PIX o (p:. (736)

7.1.14 Theorem Let ix : Q¥(M) — Q¥=1(M), be the interior product and
let a« € QF(M), B € QY(M), f € F(M). Then

a)ix(aAp) =ixaAB+ (—DFaNixp,

b) ifxa = fiXa,

) ixdf = £xf=X(f)
Proof The proof of part (a) involves some combinatorics arising from the
definition of the wedge product 2.61. We leave out the somewhat messy details.

Part (b) follows immediately from the multilinearity of « and the definition of
the interior product. Part (c) is trivial. We have ixdf = df (X) = X (f).

The interior product 7.34, the intrinsic exterior derivative 7.17, and the Lie
derivative 7.27 are related by the following formula.

7.1.15 Theorem (H. Cartan)
doix+iXOd:£X. (737)

Proof The proof is by induction. First, we verify that the formula is true for
zero-form f and a 1-form w.

(dix +ixd)f =dix f +ixdf,
:idea
=df(X) = X(f) = £xf.
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Let w be a one form and X,Y € 2°(M).

(dix +ixd)w(Y) = (d(ixw))(Y)) +ix(dw)(Y),
( (XNY) + dw(X,Y),
Y(w(X)) + X(w(y)) - Y(w(X)) - (X, Y]),
X(w(Y)) —w(£xY),

:.,£’Xw(Y).

Suppose the proposition is true for k-forms w;. A k + 1-form can be written as
df; A\ w; that for simplicity we write as df A w. By induction hypothesis,

dixw+ixdw= £xw

Using Leibnitz rule, and the properties dod = 0, ixf = 0, ixdf = £xf, we
compute,
(dix +ixd)(df ANw) = dix(df ANw)+ixd(df Aw)),
=d(ixdf Nw—df Nixw) — ix(df A dw),
=dfxfrhw+ L£xfANdw— (—df Ndixw))

— (ixdf Ndw — df Nixdw),
=dE€xfAwt+ExfAdo— E£xfANdo+df N(dixw+ ix dw)
=£xdf Nw+df N £xw, (by induction and £x d =d £x),
= £Lx(df Aw),

which is what we wanted to establish. The diagram in figure 7.3, which is

reminiscent of chain-complexes in singular homology, helps to visualize this
most elegant result, sometimes called Cartan’s magic formula.

d i d 2 d ; d
e b Qk 1 Qk Qk+t

| B |

o E gt 4 ok d gt d g

Fig. 7.3: Cartan’s Magic Formula

Cartan’s magic formula is useful in establishing the Poincaré lemma. We
recall from example 2.82, that a closed form need not be exact. In more general
spaces, such as spheres, there are topological considerations. In fact, Consider
the de-Rham complex,

— L RN —E QF (M) —2— QFY(M) . (7.38)

In algebraic topology, a sequence such as this one, for which dod = 0, is called
a long exact sequence. If one lets Z*(M) be the set of closed k-forms on a
manifold M, and B¥(M) be the set of exact forms, the quotient

H*(M) = Z*(M)/B"(M)
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is called the k-th cohomology group H*(M) of that space. Two closed k-forms
w and w’ are in the same cohomology class if their difference is exact; that is,
there exists a (k — 1)-form ¢, such that

W =w+do

The de-Rham cohomology groups have deep connections to the topology of the
space. A key topological concept we need is that of a homotopy which we define
as follows

7.1.16 Definition Lef M’ and M be smooth manifolds. Two smooth maps
fyg: M'" — M are called homotopic if there exists a map ¢ : M’ x [0,1] — M,
such that

a) o(p',0) = f(p),
b) o(p', 1) = g(p

).
If we let (bt( Y = ¢(p',t), t € [0,1] then the homotopy describes a smooth
deformation of ¢ = ¢1 to f = ¢9. A manifold M is contractible, to a point
po € M, if there exists a homotopy

¢: M x[0,1] - M

for which ¢1(p) = g(p) = p is the identity map, and ¢o(p) = f(p) = po is the
constant map.

7.1.17 Poincaré Lemma

If M is a manifold which is smoothly contractible to a point, a closed form w
is exact.

Proof We present a proof in the special case in which the manifold is a ball
B"™ € R"*! centered at the origin. This is the alternative proof that appears
in Abraham-Marsden [20]. For all p € B™, and 0 < t < 1, let ¢; be the
one-parameter group of diffeomorphisms defined by ¢:(p) = tp. This kind of
homotopy map is an example of a deformation retract. When t = 1, the map
is the identity map and as t — 0, the ball continuously shrinks to a point. Let
X be the vector field X;(p) = p/t. We have,

4 6u0) = X(60) =,

so X; is the tangent vector field of the one-parameter family of curves. Let w
be a closed k-form in B™. By the definition of the Lie derivative and Cartan’s
magic formula 7.37, we have

d

%(fﬁw) = ¢; (£x,w),
= (;S:(dixtw -+ iXtdw),
= (ZS:(dith):
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Integrating from a small value € > 0 to 1, we get,
1
sl = [ ortdixe) at
€

1
= d/ o5 (ix,w) dt,

Taking the limit as € — 0 and recalling that at ¢ = 1, ¢; is the identity map,
we get

1
w=ds, 5= [ dilixe) d (7.39)

Although the theorem is proved, it is helpful to find a more explicit formula for
the (k — 1)-form g, using the definitions of the push-forward and the interior
product. Let {e;,...,ex—1} be part of a set of basis vectors and p the position
vector at the point p. Then

1
Bplet, ... ex_1) :/ dlipw(e, ... ex—1) di,
0
1
:/ w¢(p)(p,qb*ei...,¢*ek_1) dt,
0

1
= / wip(p, ter, ... teg—1) dt,
0
S0,
1
Bp = / t* L (py e, . . ep_1) dt. (7.40)
0

The more general theorem is computationally more complicated, but the idea is
essentially the same. There is a natural one parameter group of diffeomorphisms
¢¢ 2 M x [0, 1] such that ¢; is the identity and ¢q is a constant map. One then
seeks a linear map h : Q¥ — QF~1 such that !,

Piw — Pphw = d(hw) + h(dw). (7.41)

This property can be represented by the diagram 7.4 which is an example
of a chain homotopy. The linear map we seek can be obtained by defining
hw(p) = Bp. By choice of the homotopy map, the left-hand-side of equation
7.41 is the identity map on forms. By a direct, but non-trivial computation
(see [20], [34]), one can verify that the right-hand-side of equation is also equal
to w. Thus, if dw = 0 we have

w = d(hw)

which is what we wanted to establish.
This general form of the theorem is rough for the novice. In Abraham-
Marsden, the form hw = (8 just pops out of nowhere, so without the alternative

11t is common to index the maps with the order of the forms. For example, one would
write hE : QF — QF—1 and dF : QF — QF+L,
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L2y k-1 d OF & k1 _d,
h h
(Q‘)I*(f‘)s
e b Ok L QetL 4,

Fig. 7.4: Chain Homotopy

proof, the whole process appears rather mysterious. Spivak provides some mo-
tivation for finding hw by first treating the case where w is a one form. In his
book Calculus on Manifolds he carries out the full computation when M is a
star-shaped region in R"™. Either way, the computation is more difficult. The
Poincaré lemma is often stated by saying that in a manifold M, a closed form
is locally exact; that is, given a closed form on an open set U C M, then for
each point p € U, there exists a ball B C M centered at p in which the form
is exact. Perhaps an explicit construction of the form hw in R*® might help
the reader understand the nature of the constructive proof. Let B be a vector
field with V- B =0 and p = (x,y,x). We seek a vector potential A, such that
V x A = B. Write p as a tangent vector p = 279, and map B into the 2-form

w = By(p) dz? A da® — Ba(p) da' A da® + Bs(p) da' A da?.

The components of the 1-form o = Aj} da* constructed in the proof of the
Poincaré lemma are

A} = hw(p)(0x"),
1
= / twtp(xkak, 0;) dt,
0
1
- / H{B1(tp) da? A da® — Ba(tp) dz' A da® + By(tp) da’ A da?](* 0y, 9;) dt
0

Since dz*(9;) = 6F, we get

1
= [t Bt 2Bt .
0
1
A :/ t[z" Bs(tp) — «”Bi(tp)] dt,
0
1
ti= [ i) — 2 o)
0

For an example let B = (y,—22, —x) and see if we can recover the vector
potential A = (zy, —yz, x2?) Wthh we used secretly to produce the field. The
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computation yields

Al = /Ol[tz(—tz,zQ) — ty(—tz)]dt = —12° + Ly,

Al = /Ol[ty(ty) —ta(—t?2?)]dt = —y® + Laa?,

1
Al = /0 [ty(ty) — to(—t?2%)]dt = 1y° + Laz?
One can easily verify the curl of the resulting vector potential
A= (=128 + Loy, — Ly 4 1aa® Ly + La2?)
does indeed give the same field B, but we failed to recover the original potential.

On the other hand, the difference

A—-A'=Vf where f= %IQy + ixZB - %222,

so the two potentials are cohomologous, as expected. This academic example
shows the cleverness of the definition of hw but it also squelches the hope of
an easy way out of solving Maxwell equations for magnetic fields. To obtain
the vector potentials in the right gauge on problems of physical significance,
students are much better off reading the Feynman Lectures on Physics.

7.1.18 Theorem

[£x,iv] = £x 0 iy —iyo£x = ixy), (7.42)
[fx,fy]Efxofy—£y0£xzf[x7y]. (7.43)
Proof Let w be a k-form and Y, X, Xy,..., X1 be vector fields. The proof

is by direct computation using the formula for Lie derivatives 7.27 and the
definition of the interior product 7.34.

(iyfxw)(Xl, .. ~an71)
== (GEXW)(Y; Xla v an—l)a

E

—1
= £X(OJ(Y7 Xl, e 7Xk71)) — OJ(Y, Xl, ey [X, XZ], .. ~Xk71)
1

—w([X,Y],X4,...25_1), (term not included in sum)
k—1
= Lxiy(X1,..., Xp—1) + ZiY(Xla o [X X Xen)
i=1
—ix,y) (X1, Xpo1),
= (fxiy - i[X7y])w(X1, PN ,Xk_l).
We leave the second part as an exercise, using the formula of Cartan 7.37.

A direct consequence of equations 7.43 is that if X and Y are Killing vector
fields in a Riemannian manifold {M, g}, so that £xg = £yg = 0, then [X,Y]
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is also a Killing vector field. Thus, the set of Killing vector fields forms a Lie
subalgebra of the Lie algebra of vector fields, in the sense described in the
section that follows.

7.2 Lie Algebras

7.2.1 Definition A vector space g over a field F' (here, F' = R or C) is

called a Lie algebra if there exists an operation [, ] : g x g — g (called the Lie
Bracket), such that,
a) [, | is F-bilinear,

b) [X,Y] = —]Y, X], for all X,Y € g,
o) [X,[Y,Z]|+ Y, [Z,X]| + [Z,[X.Y]] =0, Jacobi identity

7.2.2 Definition A Lie subalgebra b of a Lie algebra g is a subspace that is
closed under the Lie Bracket.

7.2.3 Theorem The vector space 2 (M) together with the operation £xY =
[X,Y] gives the space the structure of a Lie Algebra.
The Jacobi identity follows directly from equation 7.43 applied to vector fields,
but a much more elementary proof follows directly from the definition of the
bracket of two vector fields and the property of vector fields being linear deriva-
tions on the space of functions. The details of the proof have already appeared
in theorem 4.4.2.

Lie subalgebras are intricately connected with the theory of submanifolds
N C M. They can be used to generalized the idea of integral curves. Let
M be an n dimensional manifold, and p be a point p € M. A k-dimensional
distribution at p is a subset D, C T,M. Let {X1,X5,..., X} be a set of
linearly independent vector fields in a neighborhood U of p which constitutes a
basis for D,, ¢ € U. If these can be chosen in a smooth way, D is called a C'*°
distribution.

7.2.4 Definition Let {X;,X>,..., Xt} | p € U} span a distribution D. The
distribution is integrable if the vectors form a subalgebra of the Lie algebra of
vectors fields in M. That is, there exist C°*° functions Clij7 such that

(X, X;] = O X

7.2.5 Definition A distribution D arises from a foliation of M, if for each
point p € M, there exists a k-dimensional local submanifold IV of M, containing
p with

i+(TyN) = Dy, for alp e U
where ¢ : N — M is the inclusion map.

Locally, foliations look like layers of local submanifolds, called the leaves
of the foliation. Perhaps the most famous foliation is the Reeb foliation of S3
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that locally looks like onion layers formed a sock pushed infinitely into itself. A
standard method to treat the field equations in general relativity is to think of a
4-dimensional Lorentzian manifold as a 341 manifold, foliated by 3-dimensional
spatial surfaces evolving in time.

The main result on distributions is,

7.2.6 Theorem (Frobenius) A distribution D is integrable if and only if, it
arises from a foliation.

An alternative formulation of the Frobenius integrability theorem can be stated
in terms of differential forms. Let Q*(M) be the graded ring on smooth differ-
ential forms. The subring Z(D) of all the forms w that annihilate D, namely,
for all Xy,...Xg in D

w(Xy,...Xk) =0, (7.44)
generate an ideal Z(D). If {ej,...,ex} is an orthonormal frame in D, then
the dual forms {6',...,6%} span Z(D). The differential forms version of the
Frobenius says that D is integrable if for every w € Z(D), we have dw €
Z(D); that is, the differential ideal is closed under exterior derivatives. More
specifically, there exist forms a7}, such that

d6’ = o’y AO* € T(D).
The connection between the two versions of the theorem is achieved through
the structure constant formula,

o’ = %Cijkaﬂ‘ s

which we prove in equation 7.67.

If we extend the orthonormal frame spanning D to an orthonormal frame
{e1,... €k, ka1, --,en}, with dual forms {6,... 0% ¥+ . 6"} then the
integral submanifolds are defined by the (Pfaffian) system,

0" =0, m=k+1,...n.

The theorem guarantees the existence of local coordinates {z?,..., 2"} about
p € U, with tangent vectors {9/0z!,...9/0x*}|, spanning D, and with the
dual forms

{da* T, da™},

annihilating D. The forms {#**! ... 6"} can then be written as linear combi-
nations of the coordinate one-forms above. The sets

k+1 k+1
N, = {a" 1, =" .. 2", = a"},
where the a’s are constants, are integral submanifolds of the distribution D,,.

We do not present a proof of this very important theorem in this rather
perfunctory treatment of the topic. Instead, we refer the reader to classic text-
books such as [20] or [34]. The theorem is the starting point to the deep subject
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of Lie groups of symmetries of partial differential equations and prolongation
theory.

Given any Lie group G, we can construct an associated Lie algebra g. Given
a group element g € G, we define the left and the right translation maps Ly, R, :
G — G by,

Lg(g0) = 990, (7.45)
Ry(g0) = gog, for all go € G. (7.46)

Hereafter, for every statement we make about left translation, there is a corre-
sponding statement about right translation. The map L, is a diffeomorphism

with inverse given by (Lg)™' = Ly-1.

Xg

0

Z(G) == #(G)

I
e L G

Fig. 7.5: Left Invariant Vector Field.

7.2.7 Definition A vector field X € Z'(G) is called left invariant if for all
g € G, we have,
Ly X = X. (7.47)

More specifically, if X, is the tangent vector at go, then,
Lg:Xg, = X1,(9,) = Xgg, -
is the tangent vector at ggo.

7.2.8 Definition Let g = L(G) be the set of all left-invariant vector fields
in G. Then g has the structure of a Lie algebra.
Proof Let XY € g. Then by equation 7.25 we have,

Ly |X,Y] = [Ly X, Ly, Y],
= [X,Y],

so [X,Y] € g. Thus, the set of left-invariant vector fields is closed under Lie
brackets and hence it is a Lie subalgebra of the Lie algebra of all vector fields
2 (G).

Let T.G be the tangent space at the identity of a Lie Group. For every
tangent vector X, € T.G we can generate a vector field X by simply defining
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the value of the vector field at any point g € G, to be the tangent vector,
Xy =Ly Xec. (7.48)

The vector field X so defined is almost tautologically left invariant. Indeed, if
Jgo € G7

Lg*ng = Lg*(Lgo*)Xea
= L(ggo)*Xe

For each left invariant vector field X with value X, there is a unique tangent
vector X, = L(,-1),X, at the identity, so we have the following theorem,

7.2.9 Theorem The tangent vector space at the identity T.G of a lie group
is isomorphic to the Lie algebra of left-invariant vector fields g = L(G). The
isomorphism is obtained by assigning to any left-invariant vector field, its value
at the identity.

We now consider the behavior of left invariant vector fields under mappings.
Let ¢ : G — H be a homomorphism between two Lie groups G and H with
identity elements e and e’ respectively, and push-forward map ¢, : T.G — T H.
Consider a tangent vector X, € T.G generating a left invariant vector field X.

X, eTi60 25 TuH

|,

geCG A
ng l‘[’cﬁffn
G—2 4 H

Fig. 7.6: Lie Algebra Homomorphism

So, if g € G, then L, X = X. Denote by Y the left invariant vector field in H
whose value at the identity is Yor = ¢« Xe. As shown in figure 7.6, we have,

¢poLy= Ly oo
Then, for the push-forward of the vector field X at g, we have,
d)*Xg - ¢*L9*Xea
= ((rb o Lg)*Xea
= (Lg(g) © #):Xe,

- L¢g*¢*Xe>
= qug*YveH

=Y5(9)-
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Therefore, the push-forward of a left-invariant vector field X is a left-invariant
vector field Y. Since the push-forward preserves brackets, the map ¢, is a Lie
algebra homomorphism, that is,

bu(aX +bX?) = ag X' + b X2,
D[ X1, X7 = [0 X1, 9. X7, (7.49)

7.2.1 The Exponential Map

Let ¢ : R — G be a smooth Lie group homomorphism, and let A = ¢/(0) €
T.G be a tangent vector at the identity. Such homomorphism is called a one-
parameter subgroup of G. Let G = GL(n,R). Consider the case where G =
GL(n,R). This is a matrix group, so a tangent vector at the identity is a
matrix; this is the reason why we changed the notation from X to A. Since

o(s+1) = ¢(s) o ¢(2),

evaluating the derivative at s = 0 gives,

d /
Lot = 00) - o10)
= Ap(t), with,
$(0) = 1. (7.50)

Here, the dot is matrix multiplication. By analogy to the one-dimensional case,
the solution of this differential equation is,

o(t) = e, (7.51)
where the exponential of a matrix is defined as the power series,

A2 A3 Am
_1+A+?+§+ +F+ (752)
We see that the one-parameter family of matrices ¢(t) = et is the integral

curve of the vector A. This leads to the following definition,

7.2.10 Definition For any Lie group G, we define the exponential map
exp:g— G (7.53)

as follows. Let A € T.G, and let ¢ : R — G be the unique homomorphism such
that ¢’(0) = A. Then,
exp(A) = e = ¢(1)

Clearly,

(é+t)A e.sA tA

= (")



256 CHAPTER 7. GROUPS OF TRANSFORMATIONS

The map t — e is a local diffeomorphism from T.G to G. The maximal

extension of the integral curve is the one-parameter subgroup of G indicated at
the beginning of this subsection. The converse is also true. Any one-parameter
subgroup of G is generated by a map t — e, for some A € T.G. Since
g = L(G), there is a one-to-one correspondence between the Lie algebra of a
Lie group and the one-parameter subgroups. Roughly speaking, the exponential
map yields a neighborhood of e € GG, which is filled by one-parameter subgroups
emanating from e by the integral curves of tangent vectors A € T.G. In fact
if the diagram in figure 7.6 and the result in equation 7.49 are applied to the
homomorphism ¢ : R — T with the condition that,

¢« (glo) = 4,

then ¢ is a Lie algebra homomorphism. The left-invariant vector field generated
by A is the vector field tangent to the unique integral curve given by the map
t— et We define,

In(e?) = A4, e+4) — 1 4 4,

wherever the formal power series converges. If A and B are two matrices near

0, we can study the behavior of
A? B?
In(ee?) =1+ A+ S+ )1+ B+ o+l

If we only retain the first order terms, we get,
In(e?e®) =In(14+ A+ B)=A+ B.

If we wish to compute the quadratic terms, we formally multiply the power series
for the exponentials, and then use the formal series expansion for In(1 + X) =
X — %X 2 4 .... However we need to be careful with the fact that matrix
multiplication does not commute. The result is,

A? B?
1n(eAeB)1n<1+A+B+2+AB+2+...),

A2 B2\ 1 A B2\?

=|\A+B+ ——+AB+ — |- (A+B+—++AB+— ) +...
2 2 2 2 2
A? B?

1
:A+B+7+AB+7—§(A+B+...)2+...,

1
= A+ B+ 5[4 DB+ ..
The full expansion is called the Campbell-Baker-Hausdorff (CBH) formula. The

terms up to third order are,

In(e?eP) = A+ B + %[A, B] + %[A, [A, B] — %[B, [A,B]] +... (7.54)

All the terms of order two or higher are expressible in terms of brackets, so

[A,B] = 0,= %P = AE,
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Exponentiating the CBH formula 7.54 and keeping only the terms up to order
2, we can establish the following formulas,

7.2.11 Theorem

e'te!B = exp {t(A+ B) + 3t*[A, B + O(t*)}
e e tBel et = oxp {#?[A, B] + 0(t%)},
ettetBemt = exp {tB + t*[A,B] + O(t*)} . (7.55)

The first of these formulas follows immediately from the CBH formula. The
other two require more manipulation of exponential and logarithmic expansions
along the same lines as in the computations leading to 7.54. A complete proof
of the this theorem can be found in [34]. Next, we prove that the exponential
map is natural with respect to the push-forward.

7.2.12 Theorem Let ¢: G — H be a smooth homomorphism between two
Lie groups G and H. Then the exponential loop in following diagram commutes,

o, o]

TR T 00— 1.H

l pl | lcxp

That is,

@ 0 exp = exp O Py. (7.56)
Proof Let A € T.G and let @ : R — G be a one parameter subgroup of G
given by a(t) = e'4. Then, A = o/(0) = a.(4|o). Define ¢ : R — H by the
composition 1) = ¢ o a. That is,

We have,

S0 ¢ is a one parameter subgroup of H. The rest of the proof amounts to un-
tangling the definition of the push-forward as shown in equation 1.25. Suppose
that B € T, H such that ¢(t) = e!Z. That means that B = v/(0). We consider
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the action of this tangent vector on an arbitrary smooth function f : H — R.
We have,

I
=

~ o~~~

B(f) 0)(f) = Yu g (Nlo,

fo)lo,

fodoall,

0)(f o 9) = A(f o 9),

A(f).

We conclude that B = ¢, A. Thus, setting t = 1, ¥(t) = e'? can be rewritten

¢le?) =e®, or p(exp(A)) = exp(¢.A)

ol
L&l &=

|
°
*

which is what we wanted to prove.

7.2.2 The Adjoint Map

7.2.13 Definition Let G be a Lie group and let gy € G. For each g € G,
consider the conjugation automorphism Cy, = LgR;1 : G — G given by g, —
99,9~ = LgR;I(go). We define the adjoint map Ady : g — g by the linear
transformation,

Ady = Cgy = (LgR; ). (7.57)

7.2.14 Definition Denote by Aut(V) automorphism group of all invertible
linear transformations of some vector space V over R (or C). If V has dimension
n, then Aut(V) is isomorphic to the matrix group GL(n, R). A homomorphism,

¢:G— GL(n,R)

from a Lie group to GL(n,R) is called a (real) representation of order n. If the
homomorphism is 1-1, the representation is called faithful. If W is subspace of
V, and ¢(g)v € W for all v € W and g € G, we say that W is an invariant
subspace. A representation with no non-trivial invariant subspace is called ir-
reducible. Same idea applies to Lie algebras. Since Adgy = Adg o Ady, the
adjoint is a homomorphism, Ad : G — Aut(g) is called the adjoint representa-
tion. The kernel is the center of the group G.

By equation 7.56, if X € g we have exp(C,X) = C(exp(X)), that is
eA%(X) = g(eX)g 1. (7.58)

Consider the case G = GL(n,R). We evaluate the adjoint on a one-parameter
subgroup of G. Let Y € g = gl(n,R) and t — e'¥ be one such one parameter
subgroup. Then for a matrix g € GL(n,R), the conjugation map gives

Cy(e™) = geMg ™.
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Taking the derivative with respect to t and evaluating at t = 0, we get
Ady(Y)=gYg " (7.59)

Now, we evaluate along the derivative of the adjoint map at t = 0, along another
one-parameter subgroup t — e*X
Ad,xY = e Xye tX,
= (1+tX + £°X%2+ . )Y (1 —tX + L2 X2 + ...,
=1+tX,Y]+ 0%,

d
— AdetaY|—g = [X,Y
di li=o = [ ]
We denote the quantity on the left hand side above by the notation adxY
adxY =[X,Y]. (7.60)

Equivalently, adx € End(g) is an endomorphism given by the map Y — [X,Y].
The reemergence of the of an operator yielding the Lie bracket is indicative that
there is a Lie derivative floating around. The details are easy to clarify. The
map o(t) = g(t) = e'¥ is a local diffeomorphism generated by the flow of
X € T.G. The Lie derivative of a vector field Y is given by

d, _
”EXPT = %(@t 1)*Y

t=0

The push-forward of the conjugation map C,; = Rg_ng action on Y gives,

Adyy(Y) = (R; ") LgY

9
= (Rgl)*Y, sinceY'is left invariant,
AdexY = (R, 1).Y,
d d, 4
%Adetxyh:o = a(Rg )«Y =0,
which gives,
adxY = £xY.

We conclude that,

Adexp x = expladx),
Ad.x = e =1+ adx + (adx)* + ..., (7.61)
where the first term represents of course the identity element in the algebra.

If the Lie algebra is finite dimensional, we can define the Killing form as the
form B given by,

B(X,Y) = Tr(adx o ady) = Tr(adxady ). (7.62)
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The Killing form is not a differential form, but rather, a symmetric bilinear
entity that plays the role of a metric in the Lie algebra. In the adjoint repre-
sentation, the Killing form is adjoint invariant, meaning,

B(adxY,Z)+ B(Y,adxZ) =0
In terms of ady, the Jacobi identity in definition 7.2 becomes,
ladx,ady|Z = ad|x y)Z, (7.63)
which shows explicitly that ad is a Lie algebra homomorphism.

The adjoint map can be used to prove an interesting formulation of the CBH
formula first proved in 1899 by Poincaré [13]. Let,

w > Bfu"
Alw) = l—ew Z n!

n=0
be the generating function for the Bernoulli numbers. Define,

zlnz

9(=) = Bnz) = “2Z,

z—1

Then, the Campbell-Baker-Hausdorff formula can be written in the form,
1
In(eAeB) = A+ / gleiaetads) B dy. (7.64)
0

The formula is complicated to use for explicit evaluation of the terms in the
expansion, but nonetheless is a neat result because it makes it manifestly clear
that the expansion depends only on the brackets. Following Hall [13], we illus-
trate how to get the first three terms. Set z = v 4+ 1 and expand g(v + 1) in a
Maclaurin series,

1
glo+1) = = In(o+1),

v+1

(v—%vz+%v3+...),
:(U—i—l)(l—%v—i—%vz—l—...),
=1+%’U—%U2—|—....

tadp

Next, we set e?te — 1 = and evaluate g up to second order in ad4, adp.
We ignore terms that contain B on the right of adp, since adg B = 0.

v=1[I+ada+ 3(ada)®+...][[ +tadp + 3t*(adp)* +..] — I,
=ada + L(ada)? +t adg + 3t*(adp)* + . ..,
v? = (ada)? +tads adp + ...,
gw+1) =1+ 1 (ada+ L(ada)?) — % ((ada)® + tadp ada) + ...

1
/ glv+1)dt =1+ %adA + %(ad,q)2 - %adg adag+ ...
0
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Hence,

In(e?e”) = A+ B+ 3[4, B] + (5[4, [A, B - (B, [A4,B]] + ...

7.2.3 The Maurer-Cartan Form

Let G be a Lie group. A differential form 0 in G is called left-invariant if
L0 =¢. (7.65)
That is, if the form at point g, is given by 6, , then,
Lgbg, = 04-14, .

The vector space g* of left-invariant one forms is the dual space of the Lie
algebra of g left-invariant vector fields. Recall that the Lie algebra of left-
invariant vector fields is isomorphic to the tangent space at the identity T.G.
If X is a left-invariant vector field and 6 is a left invariant one-form the 6(X)
is constant. If 0 is left invariant, then for each g € G

L:(d0) = d(L29) = db,

so df is also left-invariant. The canonical form or Maurer-Cartan form of G is
the form w is the form that assigns to a left-invariant vector field, its value at
the identity, that is,

w(Xy) = Ly-1,X,, or equivalently,
w(X) =X, for all X € T.G.

The Maurer-Cartan form w is left-invariant. On the other hand (the right), we
have,

7.2.15 Theorem
RZw = Adgw. (7.66)

Proof Let X € g generate a left invariant vector field in G via the flow of the
exponential map X ~ e!X. Let g, € G. By definition, wg, (Xg,) = X. Then

(szgo ) (Xgo) = wgog(Rg*Xgo )s

d
~a [Wgo g (petxg)}tzov

= 21009 (00" 9]0,

dt

d,. _
= %[9 1€th}t:o,
= Adgle,

= Adgflwgo (Xgo )
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Suppose {e,} is a basis for the Lie algebra of left-invariant vector fields g.
The bracket of two vectors in the Lie algebra must be expressible as a linear
combination of the basis vectors, so there exist constants C7,g such that

leases] = C7 apes. (7.67)

The quantities C7 4 are called the structure constants. Since [eq, eg] = —[es, €al,
the structure constants are antisymmetric on the lower indices. The frame
{ea} is called a Maurer-Cartan frame. Let {w®} be the dual basis, so that
w*(ep) = 0. By definition, applying the Maurer-Cartan form to e, returns
the value of e, at the identity. This gives an almost tautological expression
for the components of the Maurer-Cartan form in terms of the Maurer-Cartan
coframe,
w=ey(e) @w.

Applying the definition for the differential of a one-form 6.28,
dw(X,Y) = X(w(Y)) = YV(w(X)) — w([X,Y])
we get,

A (e, 0) = e5(w(ey)) = en (™ (e5)) — w0 ([eg, &),
= e5(05) = e5(05) = C7apw®(ey),
= —C%;.

Using the antisymmetry of the wedge product and the antisymmetry of the
structure constants in the lower indices, we can rewrite the last equation as,

1
dw® = —icaﬁvwﬁ Aw?. (7.68)

This equation of structure is called the Maurer-Cartan equation. Let X,Y
be left-invariant. Since w(X) and w(Y) are constant, we have X(w(Y)) =
Y (w(X)) =0, so using the definition 6.28 for the differential of a one form, we
can also write the Maurer-Cartan equation as

dw(X,Y) = —w([X, Y]). (7.69)

There is an annoying factor of 1/2 which makes the notation inconsistent in the
literature. Some authors include such a factor in the equation of structure 7.69,
but typically those authors also include a 1/2 their definition of the differential
of a one form dw(X,Y). Other authors restrict the sum in equation 7.68 to
values i < j, so the factor 1/2 does not appear there. Yet some others avoid the
bracket notation altogether, or they invent a new hybrid wedge/bracket [w,w] of
forms that may account for the 1/2. In this latter case, the 2-form represented
by the wedge/bracket? is usually interpreted as a section of A2 ® g ® g.

2If a, 8 € Q' ® g are Lie algebra valued one-forms, the usual definition of the bracket is
[o, BI(X,Y) = [a(X), B(Y)] — [a(Y), B(X)]. Thus [or, o](X,Y) = 2[a(X), a(Y)].
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If G is a matrix group, real or complex, the Maurer-Cartan form 3.41 can be

written as 3,

w=A"1dA, (7.70)

where, g = A € G plays the role of the attitude matrix introduced in section 3.4.
The form w = g~ 'dg is clearly left-invariant, because if g, is another constant
matrix, then

(9,9)d(g,9) = g~ 'dg.

We can express the components of the Killing form in terms of the structure
constants. First, we compute

(ade,adey)ey = ade, ([es, €4]),
= [6% [6,@7 6’7]]a
= [emcaﬁveffh
= 00 C e,

Taking the trace means we perform a contraction with the dual form w?” which
is the same as setting v = p on the coefficients on the right. We get

Bag = C”0eC3,. (7.71)

Notice that the components of the Killing form result from the contraction of
the antisymmetric indices of the structure constants; this yields the simplest
symmetric tensor that can be constructed from the structure constants. Cartan
used the Killing form to characterize an important attribute of Lie algebras
called semisimple. A non-Abelian Lie algebra is simple if it has no, non-trivial
proper ideals. A semisimple Lie algebra can be decomposed as the direct sum
of simple Lie algebras. The Cartan criterion states states that the Lie algebra
is semisimple if and only if the Killing form is non-degenerate. Of course, the
structure constants depend on the choice of the basis. But, since the form is
symmetric, it can be diagonalized by an orthogonal matrix, so it can be classified
by the eigenvalues. If the Lie group is compact and semisimple, the Killing form
is positive definite and in diagonal form, all the entries are positive. The most
salient achievement of E. Cartan was to provide a complete classification of
semisimple Lie algebras. Included in this classification are all the Lie algebras
associated with the special Lie groups mentioned above in this chapter.

It is also easy to express the adjoint representation in terms of the structure
constants. All is really needed is to define matrices T, whose components are,

1., = C" 0.
We then get yet another manifestation of the Jacobi identity 7.2 in the form,
[To, T3] = C7op5T,. (7.72)

This is the component version of equation 7.63, and it shows that the structure
constants themselves, generate the adjoint representation.

3For a matrix group, w(X4) = Ly—1,(Xg) = dL;l(Xg). So, the logarithmic differential
maps the vector field Xy to its value at the identity e.
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7.2.4 Cartan Subalgebra

To get at the physics applications of Lie algebras we need to dip our toes
into representation theory. Actually, what we should say is that it is the physics
that lead to the development of representation theory by giants like Cartan and
Weyl.

7.2.16 Definition A Cartan subalgebra b € g is a nilpotent subalgebra that
is its own normalizer. The dimension of the Cartan subalgebra is called the
rank of g.

Every pair of elements of h commute, and every element of g that com-
mutes with all elements of h is in h. In this sense, a Cartan subalgebra is the
maximum number of commuting generators of the Lie algebra. The idea is to
simultaneously diagonalize the basis of . The eigenvalues are used to label the
states of the system.

Using the Killing form, one finds an orthonormal basis {h;} for h and extends
to a basis of g

{hlahQ"'7hk77glvg—179259—2?"'7gL—kag_L—k}
2 2

with the following properties:

1. [h1, hj] =0.

2. [h,g] = A(h)g for all h € h and 0 # g € g. Or, in terms of the basis,
(i 95 = A g5,

3. [g5,9-51 €.

The first property is a re-statement that each pair basis vectors in h commute.
The second property is a kind of generalized eigenvector equation for ady. For
each g; we associate a position vector r/) = ()\gj),)\é]), . ../\g)). These are
called the roots and the set of all roots is called the root space. The plot of the
root vectors in RF is a set of arrows that exhibits certain reflection symmetries;
the set is called the root diagram. Root spaces lead to Cartan’s classification of
semisimple Lie algebras. The classification can also be visualized by a scheme
called Dynkin diagrams. The basis elements g; and g_; are called the raising
and lowering operators. We will show in the next chapter how this abstract
machinery, leads to real concrete results in physics. Lie symmetries of physical
systems are interconnected with the deep subject of representation theory.

7.3 Transformation Groups

The importance of this chapter for the purpose of applications to physics
is that in many physical models, Lie groups are manifested as transformation
groups that act on the system. In the simplest case we have linear transfor-
mations in R™ which in a particular basis, can be represented by matrix mul-
tiplication of an element of the general linear group GL(n, R) with a vector.
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The group of rotations in R3 constitutes a symmetry group in the dynamical
system of rigid body motion, and the Lorentz group is the essential symmetry
group of space-time. The Lie algebra of a Lie group is basically a first order
symmetry approximation. If one thinks of Lie group such as the rotation group
as a symmetry group acting on a manifold, then an element of the Lie algebra
represents an infinitesimal transformation near the identity of the group. Bases
vectors of the Lie algebras of the corresponding Lie group transformation are
then interpreted as generators of infinitesimal transformations. The exponen-
tial map provides a bridge between full elements of the group and infinitesimal
transformations represented by elements of the Lie algebra and elements of the
Lie group. The Lie algebra is determined by the structure constants and the
Maurer-Cartan equations.

7.3.1 Definition Let M be an n-dimensional manifold and G a Lie group.
G is called a Lie transformation group on (the right of) M, if there exists a
smooth map pu: M x G — M

(p.g) ©p-g=Ry(p), for (p,g) €M xG,

such that for each p € M,

)p-e=p

2) (p-g1)-(92) =p-(g1-92), forevery g1, g2 €G.
Of course, a one-parameter group of diffeomorphisms in the sense of definition
7.1.1, is a special case of a Lie transformation group, with G = R. Another
example would be the action of the rotation group SO(3,R) on a sphere S2.
We are often interested in linear representations of the group acting on some
vector space, in which the action respects the linear structure. An example of
this, would be adjoint representation of the action of a Lie group into itself.

7.3.2 Definition Let G be a transformation group on M with identity e,
and let p € M be any point in the manifold. We say the transformation is,

1. Effective, if the Kernel K = {g € G : p- g = p} = {e}. In other words, if
g # e, there exists a point p, such that p- g # p. The Kernel of a group
is a normal subgroup. If the Kernel is not trivial, the action of G on M
is not effective, but the action of G/K is.

2. Free, if g # e, then p-g # p. In other words, if g # e, then there is no fixed
point for g. If there is a fixed point p, we define the isotropy subgroup of

pas, Iso(p) ={g€G:p-g=p}

3. Transitive, if p # ¢, then there exists a g such that p- g = g. The set of
all ¢ such that p - g = p for some g, is called the orbit of the point p, and
it is denoted by Gp. The map p — Gp which sends p to p - g defines a

diffeomorphism G /Iso(p) — Gp.

Unless otherwise stated, we assume that when we say that a Lie group
acts on a manifold, the action is on the right, and the action is transitive and
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effective. Let X be an element of the Lie algebra g of a Lie group G acting on
M, and let p € M. The one-parameter subgroup given by the exponential map

X et
generates a curve on M given by
©i(p) = pe* = Rox(p), (7.73)
with @o(p) = p with tangent vector X* = o(X) at p given by,
d
o(X)lp = g(petx)h:o (7.74)

If U is a neighborhood of p, the map ¢;(p) above constitutes a local one-

Fig. 7.7: Fundamental Vector

parameter group of transformations of M associated with the vector field X* =
o(X), called the fundamental vector field. It is not really possible to draw a good
picture of a fundamental vector field, since for starters, all but the most trivial
principal fiber bundles, either live in higher dimensions, or have complicated
topologies. Nevertheless, figure 7.7 may be of some help in visualizing these
vector fields.

7.3.3 Theorem
(Ryg)«(0(X)) = 0(Adg—1X). (7.75)

Proof Let ¢; but the one-parameter group of diffeomorphisms associated with
o(X) at p and ¥ be the one-parameter group of diffeomorphisms associated
with (Rg).«(o(X)) at pg. The map R, : M — M is a local diffeomorphism, so
as in equation 7.9 we have the commuting diagram,
R
M— M
T Ve d
Rg
M — M.
Thus, we get,
Yy = Rgoppo Ry,
= RyoRgx o Ry,

= Rg—letxg,
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The one-parameter group of diffeomorphisms {g~'e!* g} is generated by Ady1 X,
so the vector field associated with vy is 0(Ad -1 X). We summarize this in the
following diagram,

It might be instructive to present a second proof in the style of theorem 7.66

(Rye)o(X) = SRy (pe ™ ico,
= %[petx gli=o,
;t[ (99~ ")e"* gli=o,
i[(pg)g’letxg]t=o,
= %[(pg)emdﬂx]t=o7
= 0pgAdy—1 X

Here, we have used equation 7.58 in the next to last step. This formula is
consistent with the formula for the pull-back of the Maurer-Cartan form 7.66
by the following computation,

Ryw(o(X)) = w(Rg.0 (X)),

g

= W( o (Ady-1)X),
g1w(o(X)).
The map
o:9—> 2Z(M)
given by

X—=X"=0(X)
can also be viewed in alternative way by considering the map
op:G— M,
g9 = op(9) =y

Then
U(X)(p) = Up*(X>e

This small variation of the definition of a fundamental vector is helpful in es-
tablishing the following,

7.3.4 Theorem The map o is a Lie algebra homomorphism, that is,

o([X,Y]) = [o(X),o(Y)]. (7.76)
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Proof Aside from a small change in notation, the proof here is the same as
in Spivak [34], and in Kobayashi-Nomizu [18]. Let &(p) = ! = R..xp be the
one-parameter group of diffeomorphisms associated with X € g, and let Y € g.
We extend X and Y to left-invariant vector fields in G. By theorem 7.1.8, we
have

[X,Y] = £xY,
. Ye - (gt*y)e
= lim &>~ 7¢
t—0 t
Y. Y
= lim —¢ (Rerx, )e,
t—0 t
Y, — (Ad,-:xY
= lim Sl te = )e, as in the proof of theorem 7.1.8.
—

Denote by R, : M — M, the map Ry(p) = pg, then

7tX) X'

(Re”‘ © O'pe*"x)(g) = p(e get

Thus, once again by theorem 7.1.8, the Lie bracket of the fundamental vectors
gives

U(Y)p — [Reex *O'(Y)]p

[0(X),o(Y)] = lim

)

t—0 t
= lim TpeYe = 0(Ade-ex (Y))p, as in theorem 7.3.3
t—0 t
~ lim OpsYe — Ops(Ad—ex (Y))e7
t—0 t
Y, — (Ad,—xY),
= 0py lim ( xY) ,
t—0 t
=o([X,Y])

For the time being, the results in theorems 7.3.3 and 7.3.4 might appear as a
pure formality, but as we will see later, they are instrumental in the treatment
of connections on principal fiber bundles. The first of these two formulas tell us
how to push forward fundamental vectors along the orbit of right-translations.
The second theorem states that the fundamental vectors constitute a Lie algebra
that is completely determined by the lie algebra of the group. The two results
are used in interpreting the meaning of connections on principal fiber bundles,
as later defined in 9.3.2.



Chapter 8

Classical Groups in Physics

In this section we present a pedestrian view of some of the common Lie
algebras and classical Lie groups that appear in mathematical physics.

8.1 Orthogonal Groups

8.1.1 Rotations in R?

Let z = x 4 iy be a complex number, and consider the map introduced in
section 5.2.2
X . « r Yy
(x+iy) —— {—y x} .
The map is clearly a vector space isomorphism between the complex numbers
and a subset of the set 2 x 2 matrices. The map can be written as

(x +iy) — el +ylJ,

where I is the identity matrix and J is the symplectic matrix 5.50, with J2 =
—1I. Define
Ul)={z€C:|z| =1}

to be the group of unimodular complex numbers. If z € U(1), then we can
write z in the form z = €. The map 6 — €% is not 1-1 because replacing 6 by
0 + 27 gives the same number. The Kernel of the map is the set {27Z}, that
is, the integer multiples of 2. U(1) acts on C by multiplication, which results
on a rotation by 6. The action passes to the circle S' = R/(27Z). By Euler’s
formula, ¢ = cos@ + isinf, so a restricts to a map from U(1) to the special
orthogonal group SO(2,R) consisting of 2 x 2 rotation matrices,

cosf sin 9}

i«
eV —— Ry = .
0 {—smﬁ cos

It is an elementary exercise to verify that

269
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e e % L Ry - Ry, that is,
i(0140) @ _ COS(91 + 92) sin(6’1 + 92)

€ Ry —sin(f; + 603) cos(6y + 62).| "

The exercise amounts to multiplying the rotation matrices and recognizing the
summation formula for sine and cosine. Thus, the map is a smooth Lie group
homomorphism. Since the map is also a diffeomorphism, we have a Lie group
isomorphism U(1) 2 SO(2,R). For reasons that will become apparent in com-
paring later with the discussion of rotations in R® by quaternions, we show
the expression for the matrix rotation Ry as the product of two consecutive
rotations by 6/2, by means of the double angle formulas

2

cos?2 & —sin? ¢ 2sin £ cos &
. 2 2 2
Ry = )

—2sin g cos g cos? g — sin? g
2 2
_ %~ @ 2qoq1 8.1
{—2(10(11 a3 _Q%} ’ ®.1)

_ (4 _in O
where go = cos 3 and g1 = sin 3.

Now, consider the exponential map ¢ : R — SO(2,R) given by,

(8.2)

é tA | costf sintd
t €= [— sintf costd|’

A matrix !4 is orthogonal if ()T = (e'4)~! = 74, so this implies that
AT = —A. Per our previous discussion, the matrix A is a representative of the
Lie algebra, so the Lie algebra of the orthogonal group consists of antisymmetric
matrices. For the special orthogonal group with matrices with dete? = 1, the
formula 5.45,

deted = ™4

implies that elements A of the Lie algebra also have 0 trace. A = ¢'(0), with
¢(0) = I. so,
d | costf sintd
A= dt [ sintf cos tG] —0 (8.3)

_ {_g g} .y {_(1) (1)] . (8.4)

This means that the matrix J is a basis for the Lie algebra so(2,R). This
example is as simple as it gets, but there are some good lessons to be learned.
As it was discussed earlier, the significance of the Lie algebra element A and
the basis J is that they constitute the generators of an infinitesimal rotation
near the identity. This becomes clear if one looks at the rotation matrix with
f small. Then, cosf ~ 1 and sinf ~ 0. To first order, the rotation matrix is
given by Rg ~ [ +60J = I + A. We verify that the exponential map gives
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the group element from the infinitesimal generator. The computation is almost
identical to the proof of Euler’s formula by Maclaurin series. The key is that
J? = —I,J% = —J, etc., so that

et =T+ A+ FA+ JA + LA + A5+
=T+0J+ %07+ H(0J)>+ L) + Z(07)°...
:(1_%924_%94_,_..._5_)]4_( —%934—%95—1—...)1

Hence
e’ 7 = (cos ) + (sinh)J, (8.5)

which is the original rotation matrix. The irreducible representations of U(1)
are the trivial representation and the 2 x 2 matrix representations given by the
maps,

cos2nf sin 2nf

+
—sin2nf cos2nf|’ nezr,

(bn (eiQ) —
so basically, the irreducible representations are the homomorphisms of the group
into itself.

8.1.2 Rotations in R?

The Lie group SO(3,R) consists of 3 x 3 orthogonal matrices with deter-
minant equal to 1. The Lie algebra so(3,R) is the set of 3 x 3 antisymmetric
matrices with zero trace. The zero trace condition is superfluous since the di-
agonal elements of an antisymmetric matrix are zero. In consideration of the
case above for s0(2, R), we choose as basis for s0(3,R), the matrices.

0 0 0 0 0 1 010
a, =10 0 1|, ay=|0 0 0|, ar=|-1 0 0
0 -1 0 -1 0 0 0 0 0

The exponentials R, = eawel,Ry =% R, = 2% represent rotations about
the x,y and z axes respectively. In explicit form, these matrices are,

1 0 0 cos By 0 sin 6o cos 63 sinf3 0:|

R.(0) = {0 cos 61 sin91} , Ry(0) = { 0 1 o0 } , R.(0)= [—Sin93 cos 63 0

0 —sin6; cos 6y —sinfy 0 cos Oy 0 0o 1
Any rotation in R3 can be obtained by a composition of rotations about the
xz,y and z axes. However, the standard in physics is to utilize the Fuler angles
{#,0,v} introduced by Euler to study the motion of rigid bodies. The general
Euler angle rotation is obtained by the composition of three rotations carried
as follows (See figure 8.1).

1. Perform a rotation R.(¢) by an angle ¢ around the z axis. We label the
new axes as {&,7, z}.

2. Follow by a rotation R¢(f) by an angle 6 around the new z axis, which
in step (1) we labelled £&. We label the new axes as {£, 7/, 2'}.



272 CHAPTER 8. CLASSICAL GROUPS IN PHYSICS

Fig. 8.1: Euler Angles

3. Finish with a rotation R,.(¢)) by an angle ¢ around the new z-axis, which
in step (2) we labelled z’. The final axes are labelled {2/, v/, 2’}

The rotation matrices are

cos¢ sin¢g 0O 1 0 0 cos sin 0
Rz (¢) = —sin¢ cos¢ 0 7R§ (0) = |0 cos® sin® 7Rz’ (’I,ZJ) = —sin cosy O | . (86)
0 0o 1 0 —sin cos 6 0 0o 1

A straight-forward matrix multiplication yields the full rotation R = R,(¢) -
Rf(e) . Rz’ (1/))7

cos 1 cos ¢p—cos 0 sin ¢ sin Y cos 1 sin ¢p+cos 6 cos ¢ sin P sin) sin 6
R = |:—sin¢cos¢—cos¢9$in¢cosw — sin ¢ sin ¢p4-cos 0 cos ¢ cos P cos¢sin0:| . (87)
sin 6 sin ¢ — sin 6 cos ¢ cos 6

Since R is the product of orthogonal matrices, the matrix is also orthogonal and
R~' = RT. If we consider the unit 2-sphere S? = {(z,y, 2) : 22 + y? + 2% = 1},
the rotation gives a map R : S? — S2. Any rotation of S? can be viewed
as a composition R of the three Euler angle rotations, or as a single rotation
around an axis pointing towards the image of the north pole along the axis z’.
In principle, we should be able to prescribe a direction and an angle as the data
to find a matrix representing a rotation by the given angle around the given
direction. Finding this data in terms of the Euler angles requires a bit of work.

8.1.3 SU(2)

In this subsection, we develop a representation of rotations in terms of 2 x 2
complex matrices. As discussed in section 1.4, orthogonal transformations in
R™ are isometries, so they can be described as the group of transformations that
preserve length. In R? the length is given by g(X, X) = 22 + y? + y? under the
standard metric. Getting a little ahead of ourselves, let’s consider the metric
n = diag(+ — ——) for Minkowski’s space as in 2.35. Let z* = ({,z,y,2) be
the components of a vector in M; 3. Consider the map from M; 3 to a 2 x 2
Hermitian matrix given by,

t+z x—1y

(- AB _
T (t,x,y,2) — x Lﬂ+iy ‘—

], n=0,1,2,3 (8.8)
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The index notation for the matrix X = (X AB) is meant to elucidate the prop-

erty of Hermitian matrices for which, the complex conjugate YAB equals the
transpose X 4. The bar index notation was used in early work on spinors by
Veblen and Taub. Bar indices were later changed to prime indices X = (X AA/)
in some seminal work by R. Penrose in the context of twistors. When conve-
nient, we will invoke the Penrose notation. The map is chosen so that,

242 = det X = det(z5).

We can write the matrix in terms of a basis,

;z:AB [t—i—z x—zy}’

r+iy t—=z
1 0 0 1 0 —1 1 0
sy R R R R
:x“o;‘B, (8.9)

where,

10 01 0 —i 1 0
00:[0 1}7 01:[1 0}, 02:[1. 0], 03:[0 1}. (8.10)

Here, 09 = I and {o;,7 = 1, 2,3} are the Pauli matrices. For now, we constrain
to the spatial part of the matrix by restricting to indices ¢,5... =1,2,3. Since
det(X) is equal to the metric we wish to preserve, we seek unitary matrices

=2 §| esve,

such that det(X) is invariant under a similarity transformation. specializing to
R? by setting the coordinate ¢ = 0, the similarity transformation reads

X =QxQ',
z z—1g| |a pB z r—iay| | 6 =0
L?—&—igj —Z ] - [’y 5] [x+iy —z } [—’y oz] ’ (8.11)
The quantities {«, /3,7, d} are called the Cayley-Klein parameters. The struc-
ture of the Lie algebra su(2) can be obtained in a completely analogous manner

as was done for the orthogonal groups. If t — et is a one-parameter subgroup
of SU(2), then the inverse of ' is equal to its Hermitian adjoint, that is,

(etA)—l — (etA)’r7
e tA _ otAT
Taking the derivative at ¢ = 0, we find that AT = —A. The formula det(e?) =
e™4 shows that if det(e?) = 1 then TrA = 0. We conclude that the Lie

algebra,
su(2) = {A € GL(2,C): AT = —A, Tr(A) =0}, (8.12)
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consists of all traceless anti-Hermitian 2 x 2 matrices. This means that the
Cayley-Klein parameters are not all independent, as they must satisfy the con-
ditions

The rotation matrix in R? represented by the Cayley-Klein parameters can be

obtained by direct computation of the matrix multiplication 8.11 and picking
out the coefficients of the transformed vectors. One may use the trick of setting

Ty =+ 1y, r_ =1x — 1y,

as done in Goldstein [11], or one can apply the transformation to the basis
vectors given by the Pauli matrices, or these days, one can simply insert into
computer algebra system. The resulting matrix A is given by

3@ =72 +8 =0 (Y -a?+8° -5 qd-af
LHa?++42 =82 -p%) La?++2+B%+6%) —i(aB+70)|. (8.13)
B6 — ay i(ay + 89) ad + Py

A:

By inspection, the set of Pauli matrices o = {01,02,03} is a basis for the Lie
algebra. A quick computation gives,

0? =02 =02=1, det(o;) = —1.

and structure constants,
[0’,’,0']‘} = 2i€kij0'k, (814)

where €*;; is the Levi-Civita permutation symbol 2.41.

The factor 2¢ in the formula for the structure constants
creates a minor conflict between physicists and mathemati- o
cians, but this is historically unavoidable. For example, from
the second permutation symbol identity in 2.46, it follows im- @
mediately that, because of the ¢ factor, the components of the o3 o
Killing form are —4d;;. Thus, for a physicist, a Lie algebra
is compact if the Killing form is negative definite, which is
the opposite of what was stated earlier. In quantum mechanics, it is customary
to denote the set of Pauli matrices by a vector-like notation o = (o1, 02,03),
in which case, the spin operator in the spin 1/2 representation, is written as
J= %a. The multiplication table of Pauli matrices exhibits a cyclic permuta-
tion feature as shown in the adjacent figure. We can immediately verify that
0102 = 103, 0203 = 01 and o301 = i02. Thus, as shown in the diagram, the
product of two Pauli matrices gives ¢ times the third matrix if the product is
taken clockwise, and —i¢ times the third matrix if traversed counterclockwise.
At the center if the triangular diagram there is an 4 as part of a reminder in the
pneumonic, not to forget this factor. Since the squares of the Pauli matrices
give the identity, to get an analog of Euler’s formula in matrix form as in equa-
tion 8.5, we use the set {io1,i09,i05}. Like J, these matrices all have squares
equal to —1.
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At this point, we inject the observation that the algebra of Pauli matrices
is very closely related to the set H of quaternions. A quaternion is an entity of
the form

q=qol + q1i+ q2j + g3k, (8.15)

where the basis elements satisfy,
iZ=j2=k* =ijk = —1.

As a vector space, the space H of quaternions is isomorphic to R* The com-
ponents (g1,qz2,q3) are in 1-1 correspondence with R? vectors. It quickly fol-
lows that, ij = k, jk = i, and ki = j. A 2 X 2 matrix representation of
the quaternion basis is obtained by the identity matrix, together with setting
{i,j,k} = {—ia1, —iag, —iag}. Another way of saying this, is to set

1= 0302, J— 0103, k:0'20'1.

If one interprets the Pauli matrices as representations of linear transformations
in the complex plane, and since multiplication by ¢ represents a rotation by 90°,
we see that in some sense the vector basis {i,j,k} of quaternion space corre-
sponds more to something more like dual planes to the basis vectors given by the
Pauli matrices. This is one of those places where the factor of 7 in the structure
constants for Pauli matrices causes differences with mathematical standards,
the latter following more the elegant algebraic construction by Hamilton. The
triplet (g1, g2, g3) of the quaternion is called the vector component. If one defines
the quaternion conjugate by

q=qol —qi—q2j — g3k
it follows that
lal* = aq = a3 + ¢F + 45 + a3
If we set
20 =qo+q21, and 2z =q +gsi,
we can identify H with C + C j, by writing,

q =20+ 2]}

In this notation, the conjugate of the quaternion is given by

q=Zzy—z1j=1720—jz.

The complex conjugate on the last term above comes from the minus sign
introduced by the anti-commutation of i and j, the price for transposing j to
the front. If ¢’ = wy + w1 j is another quaternion, the right action of q on ¢’ by
quaternion multiplication gives,

q'q = (wo + w1 j)(z0 + 21J),
= wo2o + woz1j + w1 jzo +wi jzj,

= (wozo — w121) + (’LU()Zl + ’LU150) j.
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In matrix form the right action of ¢ can be rewritten as

[wo w1] AN [wo w1] [2 ;j )
Thus, if ¢ is a unit quaternion, that is, one with ||g|| = 1, the matrix on the right
above is in generic form of an element of SU(2). The set of all unit quaternions
can be identified with a three-sphere S € R*. The quaternions form a division
algebra. If g # 0, then, similar to complex numbers, the inverse is given by

L1
llall?

Back to the Lie algebra, the quantities {io1,i09,i03} represent the infinitesimal
transformation that generate the elements of the group. Thus, for example, to
generate a rotation by an angle ¢ around the z-axis, we set,

q q

Q(z) = 6§¢a3, (8.16)
Proceeding exactly as in the computation leading to equation 8.5, we find
Qy = cos 5 T+ ZSID% 03, (8.17)

el¢/2 0
e o] a9

The result is a diagonal matrix since o3 is diagonal, and hence, so is any power
of o3. Yet another computation of the similarity transformatlon X = Qe X Q e

where,
. z T — 1y S z T —1y
X{x—i—z’y —z}’ X[i‘—i—@ —2]’
yields,

T = xcos¢+ ysing,
Yy = —xsin ¢ + y cos @,
z.

[S3
I

These are of course the correct equations for the rotation. It should be noted
that in the computation, which we leave as an exercise, we find a natural appear-
ance of double angle formulas for sine and cosine; this is how the ¢/2 converts
to a ¢ in the final equation. The next Euler angle rotation is given by,

Qo = 2%, (8.19)

0 0
=cos I +isin 791 (8.20)

_ [,C,OS; iSin%} . (8.21)

7 S11 5 COSs 5
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The third Euler angle rotation looks just like the one in equation 8.18 with ¢
replaced by ¥,

Qy = cos% I+ sin% o3, (8.22)
vz

The composite rotation is given by

WH0/2 005 8 i—9)/2 iy 8
& COS € S1n
@ = QuQoQy = [ieiww/z sind  emite/2eost) 0 (824

which gives the Cayley-Klein parameters in terms of Euler angles. It should
be noted that if @) represents a rotation, then —(Q) represents exactly the same
rotation, since the minus sign cancels out in the similarity transformation. In
this sense, SU(2) is called a double cover of SO(3,R).
Let n = (n!,n% n3) be a unit vector, and as before, set & = (01, 02,03). We
call a unit Pauli-Bloch vector, denoted by n - o, the expression given by the
matrix,
& _AB _ n? nt —in
n-o=ntop" =\ 1 08 3

2

It is very easy to verify that given two vectors a and b, we have
(a-o)(b-o)=(a-b)I+ilaxb) o

Although we do not need the result above here, it is very neat that the formula
which is in essence indicates that the product of quaternions, incorporates both,
the dot and the cross products. The formula is helpful in establishing identities
for products of quaternions. With the notation above, the equation,

I LIC R R g I+in-o) sing (8.25)

gives a generalization of Euler’s formula extended to quaternions via Pauli ma-
trices. This is a beautiful result which was the goal that led Hamilton to
introduce quaternions in 1843. The formula represents a rotation by an angle 6
about an axis in the direction of the unit vector n. In terms of Hamilton quater-
nions, the rotation matrix in R? is obtained by conjugation with a quaternion

q,

X =qXq ',

where,

2 2 2 2

9% +aq —q—a3 22q1q§ - ngq:s , 2q1g3 + 2qog2
R(@)=R(0,n) = | 2q1q2+2q093 G —ai+a%—¢G 20243 — 2901 |,
2q143 — 2qog2 2023 — 29001 G — G — @5 + @
(8.26)

with,

q=qo+ @i+ qj + gsk,

= cosg + [n1i + naj + nsk| sing.
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This is clearly a generalization corresponding rotation matrix 8.1 in R? in terms
of half-angle parameters. The formulation is not cluttered by factors of i; this is
the preferred form for computer scientists, computer game developers, and an
increasing number of engineers, to code rotations in numerical computations.
The Maurer-Cartan form w of SU(2) can be computed directly from the Cayley-
Klein parameters,

w=0Q Q.
In the computation we write the Lie algebra valued form as
w3 wl —iw
wl +iw? —w?

2
w =

We then compute Q@ 'dQ and read the forms. The computation is actually
easier by hand than using Maple, but we recommend a pen with an extra fine
tip, and working on a sheet of paper in landscape orientation. The computation
is facilitated by noting that we only have to compute the first column to read
the components of the form. The result is

w! = cos pdh + sin ¢ sin 6 dv),
w? = sin ¢ dh — cos psin 0 dip,
w3 = d¢ + cos 0 dap. (8.27)

One can then verify that
dw® = ieijkwj Awk,
from which we get the metric associated with the Killing form
ds® = 6;; w'w?,

= (W) + (@) + ()7,
= d#* + sin® O dip® + (do + cos 0 dip)*. (8.28)

For a discussion of the dynamics of rigid bodies using Euler angles, see the book
Classical Mechanics by Goldstein [11].

8.1.4 Hopf Fibration

In this section we discuss fibration structures over the projective spaces
FP', where F stands for one of the division algebras {R, C, H, O}, that is
the real, the complex, the quaternion, and the octonion algebras. The classical
Hopf fibration is the one associated with CP!, but for pedagogical reasons, it
might be more instructive to start with the simpler case of the projective line.
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Hopf map on RP!

Let (go,q1) be coordinates in R? and consider the equivalence relation
(go,q1) ~ (Ago,Aq1). The projective line RP' is defined by the quotient of
the plane with this equivalence relation,

RP' = (R” — {0})/ ~

Geometrically, RP! consists of the space of lines through the origin in R2. The
coordinates (go,q1) are called homogenous coordinates of RP'. Keeping in
mind that what really determines a point on the projective space are the ratios
of the coordinates, we can cover the manifold with two patches corresponding
to {go/q1, ¢1 # 0} and {q1/qo0, go # 0}. We subject the coordinates to the
restriction
g +a = 1.

The equation represents a unit circle S' centered at the origin in R2. The circle
can be parametrized by

qo = cosf, q =sin6.

The restriction implies that |[A| = 1. Topologically, the set of such X’s is the
0-sphere S° = {1,—1}, and has the structure of the group Z,. Every line
through the origin intersects the unit circle in exactly two antipodal points
which determine the same line, so we have a fibration

Z2 — Sl g Sl.
The Hopf map 7 for this fibration is defined by

(g0, q1) = (2901, |q0]* — |@1]?)

Of course, the absolute values in the equation above are redundant, but they
are included here for motivation for the other Hopf fibrations. If we associate
(go, q1) with a rotation matrix in SO(2), the reader will recognize this map as
the representation of rotations by half-angles 8.1,

2 2
qQ qQ % =94 2900
q1 4o qoq1 4o — 97

If we were to try to define a rotation by quaternions in two dimensions, this
would be it. Let ¢ be the coordinate in R representing the stereographic pro-

jection of a point (x,y) € S* 75, R. We recall from equation 5.66 that

2 2_
(z,9) = (@Jﬁl)’gﬁq)

If we now let ¢ = qo/q1 and simplify the expression above, we get

T =2q0q, Y=q —a
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which are precisely the coordinates of the image of the Hopf map. In other
words, we have a remarkable relation between the Hopf map and the stereo-
graphic projection of the base space given by,

m(q0,q1) = 7 ' (q0/q1), @1 # 0.

If ¢ is the coordinate patch associated with the stereographic projection from
the north pole and (o the patch associate with the south pole, then in the
overlap region the transition functions that glue the fibration are given by

¢12=%

Hopf map on CP!

The matrices that represent elements of SU(2) can be written in terms of
the Cayley-Klein parameters

_|a B
o= 1.
where,
o = e WT/2 cog g, (8.29)
B ==/ 25in g (8.30)

With apologies to the purists, we leave out a factor of i in the 8 parameter in
this section. This is done for the sake of better consistency with other formalism
that we need for this discussion. We present the Hopf map in terms of Euler
angle rotations, but we could just as easily use Hamilton quaternion variables.
Since det @ = 1, we have,

jaf? + 182 = 1 (8.31)

This can be corroborated immediately since,
la|? 4+ |B]* = cos® § +sin® § =1
We write («, 5) € C x C in the form,
a=zt+iz?, B=2>+izt

As a vector space, C? =2 R*, so equation 8.31 gives parametric equations for a
unit sphere S% € R4,

(N2 + @2+ (232 + () =1

In other words, the set of unit quaternions U(1, H) is a sphere S® in analogy
to U(1,C) which describes a circle S*. The classical Hopf fibration (or Hopf
bundle) is the map, 7 : S — S2 given by,

(a, ) = (208, o’ — |]*) c Cx R=R?, (8.32)
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or, in matrix form

z z—iy| _ [laf*—|B]? 208
r+iy -z | 2a 18?2 — |af?

Indeed, for all a and 3, the image of this map is in S? because

7, B)7 = 4lal?|B1* + (laf* — |B*)?,
= (Jaf* +181)?,
=1

Any other point (o, ') that maps to the same point (o, 3) must satisfy
(', B") = (A, AB) for some complex number with |A|> = 1. When this hap-
pens, we say that these points are in the same equivalence class. Then, the
projective space defined as,

CP! = (C? —{0})/ ~

represents the space of complex lines through the origin of C2. The complex
projective plane CP! has the structure of a compact complex manifold of com-
plex dimension 1. Geometrically, it can be viewed as sphere S? in which antipo-
dal points are identified. In quantum physics, and quantum computing, this is
called the Bloch sphere. Points in CP! can be described by homogeneous coor-
dinates (a, ) as representative of the equivalence classes, or by inhomogeneous
coordinates
p

%7ﬁ#05 or C2:7,Oé7é0.
(0%

Figure 8.2 depicts a somewhat misleading but still useful visualization of

C1=

Fig. 8.2: CP;. Intersection of complex lines with S* are S'’s.

the construction of CP!. The horizontal and vertical axes are copies of C
parametrized by a and . Since a complex line is really a plane, the cross
product is 4-dimensional. The unit sphere centered at the origin is given by
the equation |a|? + |B]? = 1, so this is a three sphere S3. The intersection of
a complex line with S% is a circle S'. The only point common to two different
lines through the origin is the origin, so the corresponding circles of intersection
are disjoint. The collection of all these circles is parametrized by a two sphere
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S2. In other words, if p € CP' = $2 then 7~ '(p) is a circle S' € S3. The
circles S' are called the fibers of the fibration.

T UQ)U1) ~ 5% 2 82, (8.33)

What is not at all obvious is that any of these circles is linked exactly once with
any other circle of the fibration. To “unpack” this fibration in familiar terms,
we first compute the map in Cayley-Klein coordinates,

203 = 2[eVT9)/2 cog 8][e (V=92 5in 8],

0

in &
3 sin

= 2¢' cos 55
=¢e"%sind,
|a? — |B|* = cos? g — sin® g,

= cosf.

Let w = 2a3. Identifying C x R with R?, that is, taking z = R(w), y = $(w),
we get a point in S? in spherical coordinates

T = cos¢gsinb,
y =sin¢sinb,
z = cosf.

Let ¢ be the complex number in equation 5.61, whose inverse image under the
stereographic projection 7, gives the coordinates on the sphere,

<<+< ¢-¢ <<—1>
CC+174(¢C+1)" ¢C+1

(z,y,2) =

Setting ¢ = /8 to be the inhomogeneous coordinates of CP! and simplifying
the double fraction using the fact that |a|? + |3]?> = 1, we get the Hopf map
8.32. That is, a point 7(a, 3) in S? given by the image of the Hopf map is just
the point in S? obtained by the inverse stereographic projection

As stated above, the fiber of a point in S? is a circle S in S3. The fibers of
points on a circle in S? parallel to the equator, are linked circles that lie on a
torus - these are called Villarceau circles. Geometrically, the Villarceau circles
are obtained by the intersection of a torus and a plane tangential to antipodal
images of the generating circle. Hopf discovered the fibration in 1931, but I
only learned about Hopf fibrations in 1975 from studying Taub’s solution to
Einstein’s equation. Taub’s metric has topology R x S and spatial SU(2)
symmetry. The Taub metric is of the form

ds® = —dr? + 1, (T)w' ® w’ (8.34)
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Fig. 8.3: Hopf Fibration

where w is essentially the Maurer-Cartan form of su(2). This is an example
of a gravitational instanton. = However, the first time I saw a pictorial rep-
resentation of the fibration was a magnificent hand drawing made by Roger
Penrose discussing Robinson Congruences in the context of twistor theory; a
reproduction of this drawing appears in [29], for example. One has to marvel
at the earlier masters who were able to visualize this complex structure. For
us lesser humans, nowadays it takes little effort to render the images with a
computer algebra system, by lifting a parallel circle in S? to S3, followed by a
stereographic projection from S3 to R3. The nested toroidal S! links in figure
8.3 are the fibers of three circular parallels in the base space S2. The reader
will find a beautiful explanation of Villarceau circles in a paper by Hirsch [15].

There is a generalization of Hopf fibrations with S! fibers to all com-
plex projective spaces, CP™. Consider the space C™ with coordinates Z =
(21,22, .-, 2n). The equation |21]? + |22|? 4+ - -+ + |2,]|?> = 1 describes a sphere
S2ntl c C". The space CP" of complex lines through the origin. Let
a,b € S?"*1. Define an equivalence relation a ~ b, if there exists ¢ € S*
such that a = bc. The idea is that a complex line through the origin is a 2-real
dimensional plane, which intersects the sphere on a circle. All points in such
circles are in the same equivalence class. CP™ can be identified with the space
C™/ ~. The generalized fibration is,

g2+ S, oprn, (8.35)
The corresponding fibration in the real case is
n Z2 n
S" —= RP", (8.36)

since a line through the origin intersects the sphere S™ in two antipodal points.
The group elements are the identity and the antipodal map.



284 CHAPTER 8. CLASSICAL GROUPS IN PHYSICS

Hopf map on HP!
The construction of the Hopf fibration over quaternion space, follows along
the same lines. Let (q1,¢2) be quaternion coordinates in H? ~ R®, with
q =o' + 22 +i+ 2% + 2%k,
g2 =% + 2% +i+ 27§+ 2%k,
Introduce complex coordinates,
71 =2t + 2%, 23 =2 + 25,
20 = 2%+ xt, 24 =27 + 28,
so that

q1 = 21 + 22j,
g2 = 23+ 24j. (8.37)

Consider the equivalence relation (g1, ¢2) ~ (Ag1, Ag2),; A € H, and define the
quaternionic projective space

HP' = (H?-0)/ ~.

As before, (g1, g2) are homogeneous coordinates representing equivalence classes
of quaternionic lines. The space can be covered by two inhomogeneous coordi-

nate charts

=L g#0, or (=2 g #0
q2 q1

We impose the condition,

8

a1l + e =)l =1,
k=1

which represents a sphere S7 € H?. This implies that on the sphere S7, the \’s
are unit quaternions, that is |[\|?> = 1. Thus, the fibers are 3-spheres, and we
have a fibration

53 s 5T 5 54,

S% — Sp(2)/Sp(1) = Sp(1).
The Hopf map 7 : 7 — S% is defined by

(g1, 42) = 2012, |1 |* — |g2|*) e Hx R ~ R®

These look like the usual suspects. Let £, € C so that

§+njeH,
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and set

f + 77j = 2CII 6727
z= |(]1|2 - |Q2\2
We can then arrange the Hopf map in familiar (quaternionic) matrix form

[ z &= 77]} _ [Q1|2 = lg2f? 2¢102
§+nj -z 24192 lg2* — g1 ?

We can easily corroborate that (£,7,z) represent points in S*, again by the
familiar process

€2+ Il + |21* = 203> + (|1 = |a2/*)?,
= |q|* + 2lq1 *la2® + lg2|*,
= (g +lg2)* = 1.

One can be a bit more explicit, inserting the complex coordinates 8.37 and
carrying out the short computation. We get

f = 2(2’123 + 2222),
n = 2(2223 — 2124),
z= |21 + 2] — 2] — |2l
At this point it should not be surprising that if one denotes by (1 the quaternion

representing a point on S* under the stereographic projection 7, from the north
pole to H ~ R*, then the quaternionic Hopf map is related to this projection

by the
-1 (4
7(q0,4 =7 -
0. q1) =, <Q1>

If 1 and (5 represent charts overlapping over a narrow band around the “equa-
tor” under the projective maps from the north and south pole respectively, then
on the overlap the transition functions are

G

P12 = 3

and its inverse on the other direction.

For now, we will stay away from the octonion algebra because it is not
associative, however, there is also an projective octonion line version of the
Hopf map. The results are summarized in the following list,

S s St —» S~ RP!,
St 8% — §? = CP',
S§3 s 87T — 5t~ HP!,
57— 5% — 5%~ OP".



286 CHAPTER 8. CLASSICAL GROUPS IN PHYSICS

The Hopf fibration is a seminal discovery in algebraic topology because, through
a formalism called the long, exact, homotopy sequence of a fibration, it became
possible to establish the existence of the first, non-vanishing, high dimension
homotopy groups of spheres. The long exact homotopy sequence applied to
53 Iy 82 yields the result

73 (8%) = 12(S?%) = Z.

The Hopf fibration associated with CP! = P!(C) describes a singly-charged
Dirac monopole, and the fibration associated with HP' enters in the descrip-
tion of a Yang-Mills instanton. These are explored in chapter 9 after properly
introducing connections on principal fiber bundles.

8.1.5 Angular Momentum

As indicated in the preface to this book, we present a simplified and lim-
ited version of basic quantum mechanics for the benefit of those mathematics
students who have no formal training on the subject. Quantum Mechanics was
developed in 1926 by Schrodinger and Heisenberg. The axiomatic description
here is a summary of the framework as envisioned by Dirac and von-Neumann.
The axioms really are axioms in the sense of Fuclid; they cannot be proved. The
axioms are not self-evident, but they are founded on experience and physical
intuition.

o Postulate QM1 The state of a particle is described by a wave function
Y(t,x,y,z) in some complex Hilbert space H with inner product { | ).
The quantity,

U dr

represents a probability density of finding the particle within a volume
element d3r. The total probability is,

P= “Pdir = 1.
/wa

e Postulate QM2 Measurable (or observable) quantities such as energy and
momentum, are represented by a linear Hermitian operator L acting on
1. The measurement of the state is given by the expectation value,

() = (V" |LI),
= / * Lpd®r
H

e Postulate QM3 From the spectral theorem for Hermitian operators, the
possible outcomes of the observables are the eigenvalues of the operator.
The eigenvalues of real and eigenstates corresponding to different eigen-
values are orthogonal.
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The position operator is multiplication. The linear momentum and energy
operators are obtained intuitively by starting with a classical solution to the
wave equation. In dimension one, the quantity,

’l/J _ Aei(kz—wt)

is such a solution with speed v = k/w. The energy E and momentum p are
related to the wave number k and the angular frequency w by the equations,

p="hk, FE=hw,

so that, 4
Y= Aek Pr=EY),

Taking partial derivatives with respect to = and ¢ respectively, we get,
0 i
%w = %p Y,
0 i
= ——F
8tw 5 Y,

By ansatz, the choice for the operators is,

; _ho
Pe = 5oz
. 0
E—Zﬁa,

Generalizing momentum to dimension 3, the operators become,

h
pP= fva
1
. 0
E=ihe.
zﬁat

The operator for total energy operator called the Hamiltonian H, is the Kinetic
energy KE = p?/(2m) plus the potential energy PE = V. Thus, Schrodinger
was led to the quantum mechanics equation,

Hy = Ev,
n oY

For a free particle for which the energy does not depend on time, the stationary
states are described by the discrete set of eigenfunctions and energy eigenvalues
of the equation,

h2
_7v2\:[ln = En\IIna
2m

where _
\I/n — ef(z/h)Entwn (I‘),
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and 1,, depends only one the spatial coordinates r = (21, 2, 23) = (z,vy, 2). Let
P = (Pa, Py, Py) be the components of the momentum operator. The following
basic commutation relations hold,

[z, 2] =0,
[plap]] = 07
[pi, z;] = ihdy;. (8.39)

The first commutation relation above is trivial since in number multiplication,
the order of the factors does not alter the product. The commutation relation
for two momenta follows from the symmetry of indices of second order partial
derivatives. The third commutation relation can done for each pair of indices.
In most elementary quantum mechanics books, one example is worked out and
the rest are taken on faith or left as an exercise. Here is one example. Let f be
an arbitrary function; compute,

pralf) = it 5 (of) =5 f).
= —ih(f +afe —xfs),
- it
[ps, 2] = —ih

At this stage, having gained experience in manipulating indices, it is just as
easy to do all the cases at once,

) 0 0
rails = =it (o)~ 251 ).
(0 of of
= ’h(axif‘%ﬂax,; xj&m) ,
= —ihd; f
[pi,fl,'j} = —zﬁdlj

The definition of the angular momentum operator in quantum mechanics is
given by simple extension of the classical formula,

L=rxp. (8.40)
The explicit components of angular momentum are,

L. =yp. — ZPy s
Ly = ZPx — TPz,
L, =zpy, — yps. (8.41)

In index notation,
L; = e¢%x;py. (8.42)
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Let us derive the following commutation relations involving angular momentum,

[Li, xj] = iﬁekij:vk,

For the first equation, we can demonstrate an instance,

(L, ylf = (yp= — 2py) (W) — y(yp= — 2py) £,
=y?p.f — 2py(yf) — v’pof + yzpy f
= _Z[pyvy}fa

[Ly,y] = ihz.

But, since we have already introduced the Levi-Civita symbol 2.41, we can use
the momentum commutators 8.41 and have fun doing all the cases at once.
Here is the computation,

[Li, 2] f = [e"" @kpm, x;] f,

= Eikmxkpm(xjf) — Ty (Gikmxkpm)fa

= xkeikmpm(ﬁjf) - xjpm(f)

= 246" [P 5] f

= —ihzge;" " 6mj,

= —iﬁmkeikj,

= iﬁxkekij
The formula for the commutator [L;,p;] is very similar and we leave it as an
exercise. Instead, we go for the gold of the commutators.

8.1.1 Proposition
[Li, L;] = ihe®;; L. (8.44)

As above, we show that the concept is easy by doing the following case

Ly, Lyl = Ly(2Py — ap,) — (2Py — 2p;) Ly,
= (Ly2py — 2Py Ly) — (Lyxp, — p.Ly),
= Loz = 2Ly)pr — #(Lepz — p2La),
= —ihyp, + ihxpy,
= ih(xpy — ypa),
=1thL,.

In the third line above we used p,L, = L.p., L.x = xL,. To do all cases
at once, one needs the product of permutation symbol identities 2.46. This is
a great exercise in index gymnastics but hides the simplicity of the two other
independent cases that can be done as above,



290 CHAPTER 8. CLASSICAL GROUPS IN PHYSICS

Equation 8.44 is the primary reason why the topic of angular momentum is
included in this section. We will work in units of A, that is, we set A = 1. Then
comparing with the commutator relations 8.14 for the Pauli matrices, we see
that apart from a factor of 2, we see that the components of L are generator of
the lie algebra su(2). Following the QM postulates, we seek a Hilbert space on
which angular momentum acts as a linear operator, to find a function space that
provides a representation for the algebra. Naturally, we seek such functions over
a two sphere as the base space. The standard process one finds in most classic
books on quantum mechanics might look a bit mysterious to those who see it
for the first time, but as we will demostrate, it is just an implementation of the
Cartan subalgebra for the angular momentum representation of the algebra.

In the case of su(2) there is only one generator, in the Cartan subalgebra,
which we choose to be L., so, the rank of the algebra is one. We look for
a representation in which L, is diagonal. We also seek a Casimir operator,
namely, an operator that commutes with all basis elements of g The number
of Casimir operators in a semisimple Lie algebra is equal to the rank of the
algebra. The candidate for the Casimir operator for su(2) is,

L =L+ L.+ L. (8.45)
We show that the operator commutes will all three generators, that is.
L2, Ly] = [, Ly] = [L%, L.] = 0
Let’s show for instance, that [L?, L,] = 0. We need to establish that
[L2+ L+ L2 L.]=0.
First, it is easy to verify by direct computation of both sides that in general,
[A%, B] = A[A, B] + [A, BJA
Applying this identity to the square of the components of L, we get,
[L2,L.] = Ly[Ly, L] + [La, L] Ly,
= —iL, L, —iLyL,,
L3, L:) = Ly[Ly, L] + [Ly, L] Ly,
=iLyLy +iLyLy.
L2, L:] = 0.
Adding the last three equations yields,
L L.)=[L3+ L, + L2, L.],
= —iLyLy —tLyLy +iLyLy +iL,L,,
=0.
We introduce the ladder operators,
Ly =L;+iL,,
L_=L,—iLy, (8.46)
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We will see below that the ladder operators are the raising and lowering opera-
tors of the algebra. The process of finding the irreducible representations starts
with establishing a number of commutation relationships. First, it is easy to
verify that,

LyL_=L;+L}+L.,

L Li=L+L—L.. (8.47)
Indeed, we have,

LiL_ = (Ly+iLy)(Ly —1Ly),

= L2+ L} +i(LyLy — Ly Ly),

=L} + L7 +i[Ly, L],

=L+ L} +L.,

and similarly for Ly L_. It is also easy to verify that,

Ly, L_]=2L.,
[LZ& L+] = L+a
[L..L.]=—L_. (8.48)

These commutators define the Cartan subalgebra. Since in this case, the subal-
gebra is one-dimensional, the roots are the vectors in R given by (1) = (1) and
r(=1) = (—1). We associate the 0 root with L,. The root diagram called 4, is
a simple as it gets; it consists of two unit vectors at the origin in R. Putting
the commutator results above together leads to the following formula,
L?=L,L +1?-1L.,
=L Ly +L*+1L,. (8.49)
The result follows directly from equation 8.47. We show the steps for the first
of these.
LyL_=L;+L}+L.,
=L>-L2+ L.,
L?=L,L_ +1°-1L.,
The formalism can then be used to obtain the ubiquitous expression for the mo-

mentum operator of a single particle in spherical coordinates. The computation
starts with inverting the Jacobian matrix in 2.30,

0 ) o 1 0 sing 0

o sin 6 cos (bg + - cos 6 cos (b% T sn609 (8.50)
0 .., 0 1 .0 cos¢p 0O

3 sm@sm¢a +o cos@sm¢% + 5098’ (8.51)
0 o 1. 0

@ :COSQE—;SIHG%. (852)
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After some algebraic manipulations, we get,
Lz = 72‘%7
Li= b (15 +icot0;),
1 0 of 1 9%f
L?=— | — = (sinf—-) + —5— = 8.53
Lin 0 06 ( 00 ) sin? 6 O¢? (8.53)
Comparing with equation 3.9 we recognize L? as the angular part of the spher-
ical Laplacian. Perhaps the most direct way to get the function space is to solve
Laplace’s equation in spherical coordinates by separation of variables, that is,
assuming that the solution is of the form ¢ = ©(0)®(¢). The complete process
of obtaining the solutions is best suited for a course on partial differential equa-
tions or a course in electrodynamics, so we just present the result. The equation
is manifestly self-adjoint, hence the eigenvalues are real and eigenvectors cor-
responding to different eigenvalues are orthogonal. The eigenvalue equations

are,

Lz}/l,m (97 ¢) = mYl,m(ev ¢)
L?Yin (8, 6) = 1(l + 1)Y1,n (6, ). (8.54)
Here, eigenvalues [(I41) are the orbital quantum numbers [ are positive integers.

The solution of Laplace’s equation in spherical coordinates are the well-known
spherical harmonics Y,

1 [204+1(1—m) i
m= o 5 (l+m)!le(COS€)e , (8.55)

where P, are the associated Legendre polynomials given by Rodrigues’ for-
mula,

Py (cos ) = (=1 sinmg [~ " (sin? 9) (8.56)
b -2u! d(cos 0) ' '
For each [ there are 2/+1 possible values form given by the integers m = —1[...1.

The eigenfunctions ¢ can also be obtained by a method which is almost
entirely algebraic. First, the eigenvalue equation for the z-component of angular
momentum is,

L.y =M,
.0
The solution is
b= f(0)e.

For the function to be periodic on a sphere, we must have A\ = m € Z. The
normalized eigenfunctions of the ¢ component are,

€M m=0,41,42,....
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Since L? — L2 = L2 + Li is physically a positive operator, the absolute value
of the eigenvalues of L, for a given L? are bounded. Let [ be the integer
corresponding to the largest value of L, for a particular value of L2. We switch
to the bracket notation and denote the eigenstates by

Let 1., be an eigenstate of L, and recall from equation 8.48 that [L,, L4] = L.
Apply L, to the state Li1). We get,

Lz(Li“; m)) = (LiLz + [Lz7 Li])|l7m>7
= (L+xL. + Ly)|l,m),
= (m £ 1)(L4|l, m)).
Thus, if 9, is an eigenfunction with eigengvalue m, Ly, are eigenfunctions
with eigenvalues m + 1. The ladder L. operators lower or raise the m quantum

number without changing the eigenvalue of L2. Hence, if m = [ is the maximum
value for a particular state of L2, we have.

Liyy=0
Now, apply L_ to this state. Using formula 8.49 yields,
LiL = (L* = L2~ L) = 0.

But we are seeking states which are simultaneous eigenfunctions of the com-
muting operators L? and L., so the eigenvalue of L? must be (I +1). For those
who have studied the solution Laplace’s equations by separation of variables
and infinite series, this would correspond to the step where one sets the eigen-
value of Legendre’s differential equation to I(I + 1) to cause the infinite series
to terminate, and thus yield polynomial solutions. In this manner, we have
recovered the eigenvalues in 8.54 almost entirely algebraically,

Le|l;m) = m|l,m),

L2|l,m) = 1(l + 1)|l,m). (8.57)

Eigenstates are basis vectors for the Hilbert space, so they should be normalized.
Thus, we require
{I,mll,m) = 1.

Suppose we have constants C’ffm such that,
= Le|l,m) = Cf, [l m £ 1).
Then, (Y|y) = |C’fm|2. On the other hand, we have,

Li|l,m) = (L% = L2 F L.)|l,m),
= (11 +1)—m(m=*1))|l,m),
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so we choose,

Cfm = \/l(l +1) —m(m+1).

We conclude that the effect of applying the ladder operators to normalized
eigenstates is

Lill,m) = /1(Il +1) —m(m £ 1)|I,m). (8.58)

Recalling that Ly is a linear first order differential operator, and noting that
L|l,1) =0, we get a linear first order differential equation for ©(#) that is very
easy to solve. Then, carefully banging the solution with lowering operators leads
to Rodrigues’ formula for the associated Legendre polynomials. The matrix
elements of the representation are complicated. They are described by unitary
(20 4+ 1)-dimensional unitary matrices called Wigner D-matrices. If R(1, 0, ¢)
is a rotation by Euler angles, and |/, m) are spherical harmonic eigenstates, the
matrix elements are given by,

Dlmm’(waga¢) = <lam/|R(w707¢)|lvm>v (859)
= e—im/¢dlmm, (H)e_im¢, (8.60)

where, ‘
Al (0) = (1, m'[eF= |1, m) = D',,,,,/(0,0,0) (8.61)

We content ourselves in these notes in wetting the appetite of the reader to
dig into more details in any senior/first-year graduate level text in quantum
mechanics.

8.2 Lorentz Group

The appropriate symmetry group in special relativity is the Lorentz group.
This is the group of transformations that leaves invariant the metric n =
diag(+ — ——) in Minkowski’s space M7 3. We will denote Lorentz transfor-
mations by the notation,

ot = LM, (8.62)

The metric is invariant if, < Lz, Lv >=< x,x >, that is,
nuuL#aLyﬁ = TNag-

Transformations for which |L#,| = 1, and L% > 0, so that past and fu-
ture are not interchanged constitute the proper, orthochronous Lorentz group
SO7T(1,3). The Lorentz transformation laws for tensors T is the same as in the
Riemannian metric case as shown in equation 7.16

1B1,--58r 9z’ P1 9z'Pr 9zv1 ozx"s [TER L

Ql,...,s — QGxhl T Qxbr Ox'*1 " Ox/%s V11,~-,Vs . (8'63)
As usual, the metric is used to raise and lower indices and thus convert between
covariant and contravariant tensors. Another way to obtain a covariant tensor
from a contravariant one, is by use of the permutation symbol, but we need to
be a little careful. As noted in the paragraph elaborating on the Hodge star
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operator 2.87, the Levi-Civita symbol does not transform like a tensor, but
rather, like a tensor density of weight (—1). Instead, if g is any Riemannian
or pseudo-Riemannian metric such as 7 we define e, xx = v/det g €., which
does transform like a tensor called the Levi-Civita tensor. There are general
formulas similar to 2.46 for contractions of the Levi-Civita symbol for any di-
mension. The pattern can be inferred from the explicit formulas for dimension
four listed below,

HVRKA _ SHVRA
€ €afrys = 6(1['3“/67
VKS _ MUK
et €afrys = 5aﬁ'y’

eV enpys = 21047 = 2(54d5 — 846%),
P55 = 310M. (8.64)

An appropriate contraction of a tensor 7' with the Levi-Civita tensor gives
another tensor called the dual tensor 7. Thus, for example, the dual of an
antisymmetric tensor T}, is

. 1
TP = — e 8.65
2¢/det g ‘ ! ( )
A tensor as above for which 7}, = VW is called self-dual. Such self-dual tensors

play a special role in the representation of the Lorentz group.

8.2.1 Infinitesimal Transformations

There are 6 infinitesimal generators for the Lie algebra so(1,3). We can take
these generators to be,

The three generators {ji,j2,73} correspond to the subgroup SO(3) of spatial
rotations and thus span the subalgebra s0(3). The exponential map of these
generators yield matrices in which the spatial 3 x 3 blocks are the same rotation
matrices as in 8.1.2. There are three other generators which we call {k1, ko, k3}
involving the time parameter These generate the boosts. The k generators are
not manifestly antisymmetric, but that is because the signature of the met-
ric. The exponential map of the boost generators yield hyperbolic blocks. For
example, the k; infinitesimal transformation in the ¢ and x coordinates,

=1 3+l A E



296 CHAPTER 8. CLASSICAL GROUPS IN PHYSICS

yields a Lorentz transformation of the form,

coshf sinhf 0 O
sinhf® coshf# 0 O
0 0 1 0
0 0 0 1

The transformation does represent a rotation, but it is imaginary. Here

1 p
coshf = ———, sinhf = ————,
1- 32 /1— 32
with 8 = v/e. This is the way these transformations appear in a first course
in special relativity. Any infinitesimal Lorentz transformation z#’ = L*,x" has
the form,
LHV = 5Mu + WMU? or,
Ly =0 +wpw.
To preserve the metric, we must have,
nuuLuaLyﬂ = nuu(aua + Wua)((suﬁ + wuﬁ)a
=Tap T Wap + Waa,
= 7]0&5'

This means that w,s is antisymmetric, as expected from the analysis of the
similar situation with the exponential map of the rotation group. In any repre-
sentation of the Lorentz group, the infinitesimal transformations take the form,

I+ 1w M, (8.66)

where M), are the antisymmetric matrices representing the six infinitesimal
transformations. These matrices obey the integrability commutation relations,

[M;Lua Mo"r] = M;LVMJT - MJTM,U,Va
= guch,uT - g,uaMl/'r + g[LTMl/U - gl/TM[LO" (867)

Apart from a factor of if, this is the relativistic angular momentum tensor,
symbolically written, rAp, where r and p are the position, and the 4-momentum
respectively. The notation means that

MM = ghp? — plgV

The spatial components .J; = €;*/ M;; are the generators of the subgroup SO(3),
and the spatial-temporal components K; = My, generate the boosts. The Lie
algebra commutator relations are given by

[Ji, Jj) = i€* s Ty,
(K, K] = —ie® i J,
[J;, K] = i€ T, (8.68)
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where,
J= %0’.

For a spin %, the boosts are generated by,
K ==+lio,

giving two inequivalent representations.
These matrices constitute a representation of the Lie algebra of the Lorentz

group called the (%,0) @ (0, %) spin representation. The group elements are

given by the exponential map,

L*, = exp [Lw*? (Mag)",] - (8.69)

8.2.2 Spinors

In a manner analogous to the construction of the 2-1 isomorphism between
SU(2) and SO(3), starting with the map 8.8, we seek a representation of Lorentz
transformations of a vector z# € M 3 in terms of transformations of the 2 x 2

Hermitian matrix X = X4B. Since det X is equal to the norm of a vector that
we wish to preserve, the condition is equivalent to invariance under unimodular
transformations

X' =QXQ", (8.70)

where @ € SL(2,C).
We introduce spin space to as a pair {S3, e4p}, where Sy is a 2-dimensional
complex vector space and e4p is the symplectic form with components,

en — {_01 (ﬂ . (8.71)

The matrix elements of the symplectic form are the same as the Levi-Civita
symbol in dimension 2. It is assumed that spinors obey the transformation law,

¢4 =0Q% 4, (8.72)
where Q € SL(2,C). An element ¢4 € Ss is called a covariant 2-spinor of rank
1. Associated with S there are three other spaces, the dual S5, the complex
conjugate Sy, and the complex conjugate dual S5". We will use the following
index convention,

$a €Sz, ¢t e s,
¢AE§2, qf)degz*.
We introduce dual and conjugate versions of the symplectic form € , p, 2B etc,.

all of which have the same matrix values. We use these to manipulate spinor
indices according to the rules,

¢4 =€apd”, ¢" = pae’?, (8.73)
Pa = GAB¢B, o8 = paerB (8.74)
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namely, we lower on the left and raise on the right. The two operations are
inverse of each other as we can easily verify by lowering , then raising and
index,

¢ = (epc9®)eP4,
= epce’ o,
_ 5AC¢C _ QbA'

Here we have used the permutation symbol identity which is the same as for
the Levi-Civita symbol,
BA _ sA
EBCE =0 C-

Higher rank spinors can be constructed as elements of tensor products of spin
spaces. Because of the antisymmetry of the symplectic form, one needs to be
more careful when raising and lowering spinor indices. For instance, Consider,
¢A1ha € So ® S5, Then,

¢pteany®,
eapd™ i’
—epadyP,
=—¢pY”,

= —pav?.

We conclude that exchanging the position of a repeated spinor index introduces
a minus sign. In particular, for any rank one spinor ¢*, we have

¢4 = pad™ =0.

It follows that the full contraction such as ¢AB¢papc of a spinor with odd
number of indices with itself is zero. If a spinor is symmetric on any two
indices, then contracting on those two indices gives 0. Contraction on two
indices reduces the rank of a spinor by two. If a spinor is completely symmetric,
it is not possible to reduce the rank by contraction since any such contraction
is zero. The only completely antisymmetric spinor must be of rank two since
the indices can only attain the values 1 or 2 and there are only to permutations
possible. In fact, a completely antisymmetric spinor must be a multiple of €4 3.
Thus, for example, for any spinor ¢4, we have

YA

€ABPC + €cadp + €pcpa =0

because this combination of spinor is antisymmetric and of rank 3. Another
good example is the relation,

pact” 5 =—0640cs

Which is true since the position index C was exchanged. Hence the quantity
on the left is an antisymmetric spinor of rank two and it must be a multiple of
€ap. It is easy to check that the correct multiplicative factor is given by,

c cD
pacd” p = —50cpd“eap.
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We can also have spin-tensors, the main example being the “connecting
spinor” aﬁ‘B in 8.10, which has one covariant tensor index and two spinor
indices. For convenience, we list the components here again,

Gt {3 R PR L R B Pt

It is elementary to verify that the inverse matrices o# , 5, that is, the matrices
such that,

w . AB _ su
ot \ 5o =4b,

The result is consistent with rasing the tensor index with the metric and low-
ering the spinor indices with the symplectic form. With these matrices, the
reverse of equation 8.9 is,

are given by,

1 .
=0ty st (8.75)

A few words about index conventions are in order. The convention used here
most closely resembles that of the early developers Veblen and Taub (See for
example [36]). The main difference here is in choosing ¢, 4P to be consistent
with Pauli matrices; this is closer to the choice in the Penrose prime notation.
In following established protocol, I have reluctantly adapted the notation with
both indices up, which is inconsistent with the index summation convention
for matrix multiplication of index-free expressions such as o109. My preference
would have been to choose O'MA 5 to correspond to the Pauli matrices. Instead,
lowering the second index results on the following matrices,

A _J|0 =1} |1 0 i 0 0 -1
BT oo =10 i]]-1 0
It is straight-forward to verify the following spinor identities,

uAB . __osAcB
o Tpep = 2505D7
O_MABO_;LCD _ 2€AC€BD’
AB v AB _ A
0,70 g 0, 0u0n = 2906 (8.76)

Remembering that ¢ matrices are Hermitian, and switching the position of
summation index B, the last equation above can be rewritten as,

A - B A - B _ A
0, 30 e+ 0 5T 6 = —29w00.

This equation is in the right summation index format for matrix multiplication,
so it can be written in an index-free form as,

ote” + otat = —2¢gMV 1. (8.77)
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In view of the remarks above, the reader should be cautioned that the matrices
in this neat equation are not the standard Pauli matrices in the coordinate
representation we have chosen. Equation 8.77 is most important in formulating
Dirac’s equation, as shown below.

Analogous to the situation for SO(3), For every proper Lorentz transformation
L¥ there are two unimodular matrices @ and —@ such that

ot = Qo"Q LM (8.78)

A similar statement holds for improper Lorentz transformations. In this case,
we have

ot = Qa"Q LM (8.79)

As discovered by Dirac, to obtain a relativistic extension of Schrédinger’s
equation in the spin 1/2 representation, which is invariant under Lorentz trans-
formations, one must introduce a second spinor field 4. The field equations
are,

h 0 - )
ol (z@x“) PP = —imeg?,

oy (h a> oF = —imey?, (8.80)

1 Ozt

where the o spin-tensors satisfy equation 8.77. The more familiar 4-spinor Dirac
equation is obtained by rewriting 8.80 in matrix form,

hoo 0 —iott ] [oP] _ ¢
e O e ]
which is the standard Dirac equation for a free particle,

(Y*p — me)¥ = 0. (8.81)
Here,

A
qf:l:—:|ESQXS;

is a Dirac 4-spinor, and v has the 4 x 4 matrix representation,

0 fia“AB
7= [iU“AB 0 ] '

Comparing with equation 8.77, we see that the «’s satisfy the so-called Clifford
algebra relation,

YA+t = 29" 1 (8.82)

We would like to establish some interesting connection between some spinor
and tensorial quantities. Consider for instance a null vector [, € Mj 3. Since
the length of the vector is zero, the corresponding matrix [ , ; has determinant
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equal to zero; so the first row, is a multiple of the second and hence the matrix
is of the form,

"= U;‘BQSAJJ]}

_ ¢
A= L :
then, up to a constant, the components of the null vector are given by,
l,u = UHABQSAQ_SB-

Using the matrix components of the sigma matrices as in 8.10, a short compu-
tation gives,

If we choose,

Normalizing, the vector becomes,

- (1 (+¢ (€+0) cc—l) |

PTG+ 1) G0+
The spatial part precisely the inverse image of complex numbers ¢ under the
stereographic projection 5.61, viewed as inhomogeneous coordinates ¢ = ¢! /¢?
on the Riemann sphere $? = CP!. The norm of the spatial part is one, so
the norm in M 3 is zero, as it should be. One may view the sphere as the
intersection of the null cone with the hyperplane ¢ = 1 (or —1), so this is
essentially the celestial sphere. Spinors transform by elements of SL(2, C) which
is the universal covering group of the group of Mdébius transformations. Mobius
transformations are conformal maps, so this gives a connection with minimal
surfaces.

Next, we note that self-dual tensors of rank 2 are associated with symmetric

spinors. The connection is made by first defining the spinor,

(8.83)

A AC
Ouv B = O Ty BC »
1 AC AC
= 5(0-# UVBC' — Oy U;LBC')’ (884)

where the contraction JWA 4 = 0 is clearly 0. By direct computation in the
coordinate system we have chosen. The values of the traceless matrices are,

0 -1 0 —i -1 0
UOIAB = |:1 0 :| ) UOQAB = |:Z 0:| ) 003AB = |: 0 1:| )

—i 0 0 —3 0 -1
JIQAB = |:0 ’L:| ) UQSAB = |:—7, 0:| ) JI3AB = |:1 0 :| )

It follows that 0., 4B is symmetric. The values are,

-1 0 v 0 0 1
O01AB = | o q|» 9024B = | ;| O03AB = |1 >

0 1 - 0 10
012,4132[2- 0}7 023AB:|:0 i]’ 013,432[0 1}
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We find from the last set of equations that,

12 ;
012 =0 = —1003,

_ 13 _
013 =0~ =1002,

01 _
0o1 = —0 = 1023,

and hence 1

FHY — eHvoT

- 2y/detg o

is self-dual. From this, it follows that if F4? is a symmetric spinor, then

(8.85)

F[LV = UpVABFAB (886)

is a self-dual tensor. It can also be verified by computation in the chosen
coordinate system that.

Ouapo’ P = —25767 (8.87)
From this, the equation above can be inverted,

FC’D _ 1FGTO_O'TCD (888)

-8

yielding a symmetric spinor from a self-dual tensor. This establishes a 1-1
correspondence between self-dual tensors of rank two, and symmetric spinors
of rank two. Tensors that transform like symmetric spinors of rank 2n are said
to be irreducible under a spin n representation. This is particularly relevant for
self-dual Maxwell tensors. More specifically, if,

F = F,dz" N da”
is the Maxwell 2-form, the corresponding Maxwell spinor is,
AA_BB
Faipp =00 00 Fuv

Here, (almost) following Penrose, we have used undotted and dotted letters
with the same character, to avoid the proliferation of different letters. The
Maxwell spinor can be written as,

1
Faips = 5Fains — Fppad),

= QABEip + D ip€AB,
where, ¢4 and ¢ ij are symmetric spinors given by,

1 .
¢AB = iFAC‘BCu

éAB = (ZBAB

This gives a spinor decomposition of the tensor into self-dual and anti-self-dual
parts.
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The matrices UWA  also serve to connect infinitesimal Lorentz and spinor
transformations. Given an infinitesimal Lorentz transformation as in equation
8.66, the corresponding infinitesimal spinor transformation is.

I+ %w’“’le)AB =65+ %w““(au,,)AB.

In other words, the spinor representation of the angular momentum tensor is,
A _ L 4
(M,uu) B — §Uuu B (889)

Index manipulation of Dirac 4-spinors W* is done by an extension €,, of the
symplectic form to a 4 x 4 matrix which is also antisymmetric. In an accepted
abuse of language, some authors refer to €,, as the metric spinor. As with
2-spinors, we lower on the left and raise on the right,

v, =€V,
Ut =W,
In the coordinate basis we have chosen, €,, has components
. _AB
1€ 0
€y = { 0 _iGAB:| (8.90)

The spinor-index version of the Clifford algebra relation 8.82 is
Yy P A gy = 2975 (8.91)

In a completely analogous manner equation 8.84, we construct self-dual 4-spinor
Vv 5 which we write in matrix form as,

Yuv = Yu Vv — VWwVu = ['7;“ 'Vu] (8'92)

Then, the infinitesimal momentum tensor 8.89 in the 4-spinor representation
becomes,

(M/w)aﬁ = %('Y;w)aﬁ (8~93)

The matrices {I,v*,y**} and their duals, span the Clifford algebra. The dual
of I is the celebrated matrix
P = ewor VY (8.94)

The commutation relations 8.67 insure that
(Y, Y] = ey — et (8.95)

The dual of the six v*” matrices do not yield independent matrices, and the
dual of v# is essentially 4#~°, so the algebra is spanned by {I,y*, y*¥, y#~45, 75},
and it has 1+ 4+ 6 + 4+ 1 = 16 dimensions,. We have defined the gamma
matrices in a particular matrix representation, but the general relations that
describe the algebra are basis-independent.
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8.3 N-P Formalism

Spinors provide an interesting formalism introduced in 1962 by Newman
and Penrose [24] for the study of general relativity. Let {M, g,,} be a space-
time with Lorentzian metric of signature (+ — ——). Introduce a null tetrad
he, ={ny,l,,—m,,—m,}, and dual frame forms,

0% = h°,da", (8.96)
associated with the frame,
eq = h'q0,, o = {I*,n*,m* mH}. (8.97)
In terms of the tetrad, the space-time metric is given by,
ds® = n4,0°6°, (8.98)

where 7 is the quasi-orthonormal flat metric,

01 0 O
1.0 0 O
00 -1 O

used to manipulate tetrad indices. Here, the metric tensor has the form
Juv = 21(#711,) — 2m(#m,,). (8.100)

The Cartan structure equations are,

d 0%+ w A 0° = 0, Wab = —Wha,
dw + we Awy = Q%, Qap = —Qpa,
d Q% — Q% A WSy + whe A Q% = 0. (8.101)

In this formalism the connection components are called the Ricci rotation co-
efficients, which are defined by,

Ve = W puht ch®. (8.102)
The Riemann tetrad components satisfy,

W =",

Q% = $R%,cq0° N 0% (8.103)
Einstein’s equations in tetrad form are,

Rap — 310 R = Ty (8.104)

As is well known in the literature, the Riemann tensor admits the decomposi-
tion,
Rapea = Capea + %gabcd + Eabed, (8.105)
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where, Cypeq is the conformal Weyl tensor, and,

Gabed = MNacTlbd — Madbey
Eapeqd = gabf(dsfc)7
Sap = Rap — inabR- (8106)

The transition between tensor and spinor quantities is made by contraction
with the connecting spinors 7# , 5z which satisfy,
9T 467" pe = €ABEG -

The spinor dual one-forms 048 are defined by,

048 = 7, AP dut = 907,47,

where the tetrad connecting spinors are chosen such that,
ds? = det 645,
0% 62
-l 5]

We now introduce a spin dyad ¢4, = (¢4,94), with ¢4 = 1. The null
tetrad can be written as,

l,u = T;LAB(ZSAd_)Ba my, = TMAB¢AQZBa
=1 P Pat g, My =7, PP adys, (8.107)

The spin coefficients corresponding the 24 Ricci rotation coefficients are given
by,
Fab/,L = CAa;,uCAb' (8108)

The 12 complex spin coefficients may be arranged in three groups of four, ac-
cording to the scheme,

A,u = 1—‘OOIL = {Hapa G7T}7
Bu = FOlu = {6,04,577} = FlOua
CM = Fllu = {7‘(,)\,#71/}, (8109)

The spin connection I’ s g, which gives rise to the covariant derivative of spinors,
is related to the spin coefficients by,

Tapy = DapuC? 5,

Following equation 8.84, we define,

Gas = 0 0 e (8.110)
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which we use to construct the connection and curvature spinors,
Mg =wou”B,
045 = Q%A B. (8.111)

We can now write the spinor version of the equations of structure, which not
surprisingly, have a very similar appearance,

d0AB 4 1AL NGB £ TV L A 9AC =0,
AT + T4 AT, = Qup,
A5 — QA AT+ T4 A0 = 0. (8.112)

_ As already discussed, if the coframes 6 undergo a Lorentz transformation
6 = L%,0°, “the spinor coframe undergoes a similarity transformation @ x @ €
SL(2,C) x SL(2C),

NAB A pCDAB

077 =Q7c0"7Q7 ;.
In matrix notation, the connection and curvature spinors transform according
to,

[=QrQ="+QdQ,
0 =QQ". (8.113)

The spin connection I'p and the curvature spinor R .4 satisfy equations
analogous to 8.103

A A pe A cD
g =170 =T"cgpd~ ",
A 1pA d
Vg =5R"peq 0° NO",
_1pAA . poC DD
=sR™ gpcepp 077 NOTT. (8.114)
We also have a decomposition of curvature spinor into irreducible components
Raippoepp = Yapop€ipéon +Vigepeapecn

1 _ _
+ ﬁR[eACEBDfA'CGBD + €ABGCD€AD€BC‘]

+eanPopipeon +e€cpPapepip: (8.115)
where, B
Papen = ®uanycn) = Pasens (8.116)
is the traceless Ricci spinor, and,
Vapcep = ¥Y(apeb) (8.117)

is the completely symmetric Weyl conformal spinor. Finally, the spinorial ver-
sion of Einstein’s equation takes the form,

Pupen = %(TACBD + TBCAD)a T'=T"=R. (8.118)
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Equations 8.118 and 8.101 are called the Newman-Penrose (N-P) equations.
When written in detail in terms of the 12 spin coefficients, the (N-P) formalism
results in a formidable set of systems of coupled first order differential equations
consisting of 4 metric equations, 18 spin coefficient equations, and 8 Bianchi
identities. Fortunately, the spin coefficients have geometric interpretations that
motivate imposing conditions on the N-P equations that makes them tractable.
The Weyl spinor leads an elegant classification of so-called, algebraically special
space-times. The classification was originally done by Petrov, but it is now com-
monly known as the Cartan-Petrov-Pirani-Penrose classification. One starts by
writing the completely symmetric conformal spinor as,

Vapop = aaBBycip)- (8.119)

Each of the rank one spinors is associated with a null vector. The classification
is as follows,

1. Type I. Algebraically general - 4 distinct null directions.
2. Type II. Two null directions coincide.

3. Type D. There are two pairs of null directions that coincide.
4. Type III. Three principal directions coincide.
5. Type N. All principal directions coincide - also called Type Null.

The 1962 seminal paper by Newman and Penrose [24] is noted by the elegant
proof in terms of the spin coefficients, of the Goldberg-Sachs theorem. The
theorem states that a non-flat, vacuum space-time is algebraically special, if,
and only if, it contains a null geodesic congruence that is shear-free; that is,
there is a null vector with x = 0 and o = 0.

The literature on applications of the N-P formalism is huge. A Google search
on “Newman-Penrose Spin Coefficients” yields over 54,000 results. We provide
here a very simple example.

8.3.1 Example Consider the Vaidya metric in Eddington-Finkelstein coor-
dinates 6.75. A null tetrad can be adapted to this metric by choosing

, _ 0 m, = [3+i3]
=0 and PrV2 100 sinfdg |’

N BT me= L [2 0]
P ou 2 T oo /2100 sinfog |’

Thus, we have an associated spin dyad as in equation 8.107
ly = dadp, nu— baty, My — daty.
The only non-zero component of the curvature spinor is

Uy = Wapep ¢rePyCyl — M, (8.120)

r3
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which is consistent with the space being of Petrov type D. By a clever idea of
allowing r to assume complex valued, and then performing a complex rotation,
Newnman and Janis were able to obtain the Kerr metric [25].

8.3.1 The Kerr Metric

When Einstein first introduced the theory of general relativity in 1915, it
took but two months for Schwarzschild to develop a solution to the vacuum
field equations. It took another 45 years to find a Ricci-flat solution describing
an axially symmetric, rotating, space-time. The solution was found by R. Kerr
in 1963. A space-time is said to be in Kerr-Schild form, if the line element can
be written as

Guv = M + H 1,1, (8.121)

where 7 is the flat metric, H is a scalar function, and [, a null vector with
respect to g and 1. It is easy to show that the Schwarzschild metric can be
written in Kerr-Schild form. Start with the Eddington-Finkelstein coordinates,

ds® = 2drdu + [1 — 2] du® — r*df* — r®sin® 0 dp*.

Since
(du + dr)? = du® + 2dudr + dr?.

we can solve for 2du dr and substitute into the metric. We get
ds* = —=22du® — dr® — rd6” — r®sin® 0 dg® — (du + dr)>.
Now, we let z° = u + r. The transformation yields
ds* = —(da°)? — dr® — r?d0® — r?sin® 0 d¢® — 22 (da® — dr)?,

which is the desired Kerr-Schild form with the Minkowski metric written in
spherical coordinates. In Boyer-Lindquist coordinates the Kerr metric is given
by (See [21])

A 2 2
ds? = ?(dt—asinQ 9d¢)2—%dr2—p2 d@—m;Ta[(r2+a2)d¢—adt}2, (8.122)
where,
A=7r2—2mr+ad% a®<m?
p* =12 +a%cos® 6. (8.123)

Since the metric coefficients do not depend on ¢ and ¢, the quantities 0; = %

and 0y = 3%) are Killing vector fields, and we get associated conserved quantities
E and L as in the case of the Schwarzschild space-time. When a = 0 the line
element immediately reduces to the Schwarzschild metric. When m = 0, the
cross terms with (dt d¢) cancel out and one gets

72 + a2 cos? 6

ds? = dt? —
S 7«2_|_a2

dr?® — (r® + a® cos®) d#* — (r* + a?) d¢>.
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This one is not obvious, but it is the flat Minkowski metric in oblate spheroidal
coordintates, that is, one for which the spatial part is the R? metric based on
ellipsoids
2 2 2
T Y z
=, 8.124
7"2—|—a2 7’2+0,2+T‘2 ( )

parametrized by the transformation

=12+ a2 cos¢sinb,
y=vVr2+a? sin¢gsinb,

z=rcosb.

The metric blows up at p?> = 0 and A = 0. When p? = 0 we have

T
=0, 6=—.

r , 3

This constitutes a real singularity of the curvature. On the other hand, it

can be shown that the singularity A = 0 can be be removed by a change

of coordinates, so this singularity is more like the apparent singularity of the

Schwarzschild metric at » = 2m. The quadratic equation A = 0 has solutions

re =m=E+r2— a2
Thus the space-time is divided into three regions,

Ry : where ri <rv,
Ry: where 7_ <7 <rg,
Rs: where r<r_,

We live in region R;. The boundaries at r1 represent an outer and an inner
event horizon respectively. A time-like particle can cross from region Ry to Ro
and from R to R3, but not the other way around. As such, ri is the real
event horizon. A new feature that is not present in the Schwarzschild metric
is a region called the ergosphere which lies outside the event horizon in inside
the oblate region defined by gog = 0. Particles entering the ergosphere from
region R; are subjected to frame-dragging by the rotation of the black hole. By
inspection of the metric 8.122, we see that,

A a?sin’6

goo = —5 — ,
p? p?
B 2 — 2rm + a? cos? 0
— p .

Thus, the outer boundary of the ergosphere is given by the root

T =m+v/m?2 —a2cos?0, (8.125)
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Event horizon ‘

Fig. 8.4: Ergosphere

The rotational frame-dragging is caused by the change at this boundary of the
Killing vector field 9; from being time-like to space-like. In Boyer-Lindquist
coordinates it is relatively easy to compute the connection forms. We choose
an orthonormal coframe

6° = \/—Z(dt —asin?6 do),
P

0t =L ar,
VA
6% = p db,
g3 — Snb (r2 + a®)d¢ — a dt], (8.126)

so that

d82 _ (90)2 _ (91)2 _ (92)2 _ (93)2'

The idea is the same as in previous connection computations, noting that the
connection forms are antisymmetric. We take the exterior derivatives of the
coframe forms and express the results in terms of the basis. We read the
connection coefficients from the first Cartan structure equation, and check for
consistency for possible missing terms. The presence of cross terms makes the
calculation a bit more challenging and requires some finesse. We compute the
quantities we need as we go along, starting with,

pdp=rdr—a*cosfsinb db,
dA = 2(r —m) dr.
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The order of the computation is not really important, so we might as well begin
with 6% and 62, that are the easiest. We have

o' = d(f5) Adr,

_ \/de;pd\/g /\d?‘,

- %[%(rdr —a?cos@sinfdh)| A dr,

02
= _pﬁ a2COSGSin9; A %91,
_ a2cosfsin9 oL A g0,
P
Continuing,
d0* =dp A db,
1
= —rdr Adb,
p
= f@ ol A 192’
pp P
= —“/5 6% N 6.
P

Comparing these differentials with the structure equations
dot = —wlj ANGT, de* = —w2j NG,

we infer that

Wy — 7(12 cosfsin@ ol r\/BE 02
p P
However, we should not be surprised if the expressions above for d ' and d6?

have other terms that either add to zero or wedge to zero. The other two
structure equations are more elaborate. We have

d0° = d(¥2) A (dt — asin? 0dg) + Y2 (~2asinfcos0d0 A dg),
= @ A 00— 208 in g cos 0 db A d g,

1
= —[pl=m dr — YA (1 dr — a® cosOsin 0)] A L0 - %sinecosedmd(ﬁ,

p2 VA P
_ 1 opr—m) VAr p_ 0 1.9 . 2 0 _ 2aVA _:
_p—Q[Tf > ]dr/\ﬁH +p—3(a cosfsinf) 6< N6 7751n90059d9/\d¢,

20 m)— 1
= [%}01 AE° + p—s(a2 cosfsin6) 62 A 90 — %sin@cos@d@/\d&

For the last term in the right, we will need to express d¢ in terms of the coframe.
This is easily done by eliminating dt¢ and solving for d¢ from the equations for
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0° and 6°.

dt = 00—|—abln 0do,
QSZM[( +a%)dp — S5 0° — a®sin® 0 dg),
= 052 dg — 4L 6°),

dp = i 6% + + o= 6°.

Substituting for d¢ into the last equation for d6°, we get after some simplifica-
tion

p2(r—m) —rA 61/\00_0,2C0505i1’10

de’ = |F——— = -
PPVA p?

0> A" — po \/Zcose(a%o?’) (8.127)

We proceed to compute df® in a similar manner.

do? :d(y)A [(r? 4 a®) d¢ — adt] + ﬂ%dr/\d@
P P

pcosfdf —sinfdp p 5 2rsind
= = A 0° +
1 _ s
= — e[pcosedefsm@dp]/\t‘) +

psin

dr A do,

sin 6
2rsin 6

dr A dé.

The rest of the computation is completely straight-forward. We substitute the
differentials df, dp, dr and d¢ in terms of the coframe, and simplify. Notice that
we do no need to solve for dt. We leave it to the reader to verify the result,

403 — 2ars:in9 o' A6+ \/>91 I cosf

2 292 A g3
= 7 p3sin9(T a®)0° NG°.  (8.128)

Anticipating possible missing terms required for consistency, we split the 62 A3
in the equation 8.127 for df° as

2a cos 0 a cos 0

O =— 62 A G° + T 6% A 62,

acosf
3



8.3. N-P FORMALISM 313

and do the same for the ' A #° in the expression 8.128. Together with 8.3.1,
we can now read all the independent connection forms

2 () —rA arsin 0
Wl = [ (pg%*r 16° — 3 6°,
W0y — (a? cosgsinﬁ) go 4 9.Co8 f\/Z 6.
p
W0y = acoszx/g 02 _ arsi3nt9 o,
p p
Wy = _a2 cosfsin@ ol r\/gE 6,
p P
arsin @ rvA
w13 — _ S 0 _ = 93,
P P
9 cos 5 o 2 acosOVA
=— 00— —————40 12
w?s = SiDG(T +a%) = (8.129)

The only term above that could not be read immediately from the computed
differentials is the second term in w?3. Here, the §° term comes from a modifi-
cation of the formula for df? that is required for consistency with w?y = —w5.
The computation of the curvature form requires no finesse; it is just a lengthy
“plug and chug” calculation that presently is not a task for human beings.
With the use of a computer algebra system such as Maple or Mathematica,
one can verify that the curvature is Ricci-flat. For a full discussion of physical

implications of the Kerr geometry, see Misner, Thorne and Wheeler [21].

8.3.2 Eth Operator

One of the most pulchritudinous results arising from the N-P formalism,
was the serendipitous discovery by Newman and Penrose of a characterization
of asymptotically half-flat space-times in terms of an operator called eth. The
operator acts on a space consisting of spin-weighted functions on a sphere. A
function 7 on a sphere has spin weight s if it transforms as,

n = eV, (8.130)

under a rotation about the north pole. The spin-weight is constrained to be
a %—integer. Here we are only interested in the nature of the operator in its
relation to representations, but to provide some historical context, we say a few
words about half-flat space times. The simplest way to introduce the notion of
half-flat is to consider the good cut differential equation,

0°Z(¢,0)2(¢,¢) = 0°(Z,¢,0), (8.131)
where the eth operator is defined by,

0
— 1-s ¥ s

- d
on = 2P s _— (P~ %n). 8.132
1 TR (8.132)
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Here, P is the conformal factor in the Fubini-Study metric 5.63,
P =3(1+0),

and 0°(Z,¢, ¢ ) is some complex valued function (which in context represents
the asymptotic value of the shear spin index o). The idea in the N-P formalism
is that if one could solve this equation, then one could construct an (asymptot-
ically) half-flat space-time. The definition of a half-flat space-time starts with
space-time analytically continued into the complex. Then the components of
the spinor image of the Weyl tensor,

Cabed — \IJABCDgABEC‘D—i_\iIABC'DEABGC'D (8.133)

are now independent; here indicated by replacing ¥ by ¥. The two components
are the self-dual, and the anti-self-dual parts of the spinor. The space is half-
flat, if it is Ricci flat, and,

Vigen =0 (8.134)

The reason a sphere S? enters into the picture can be motivated by a simple ge-
ometrical argument. If space time were spherical, then null rays would converge
to a single point at infinity. Conformal null infinity in this case can be viewed as
the intersection of a hyperplane with the 4-sphere at the north pole. However,
if the space is Lorentzian and asymptotically flat, then conformal infinity looks
like a hyperplane intersecting with a hyperbolic surface, which is a cone with
topology S? x R.

In spherical coordinates, the eth operator acting on a function 7 of spin weight,
takes the tantalizing form

On = —(sin ) L,fg + snzlﬂaib} (sin@)~*n,
On = —(sinf)~*° [;0 — 81121988(;5} (sin @)°n. (8.135)
We have,
()" = "D,
(@n) = 7oy, (8.136)

so these act as raising and lowering operators of spin weight. One can also
verify that,
(00 — d0)n = 2s1. (8.137)

The eigenfunctions of 30n = 921 = 0 are called spin-weighted spherical harmon-
ics and are denoted by Y, (0, ¢), where |s| < . Some authors have pointed
out that these entities were previously known to Gelfand. In the case s = 0, the
operator 82 is just the Laplacian, so the eigenfunctions are spherical harmonics.
Since 9 and 9 raise and lower the spin weight respectively, the spin-weighted
spherical harmonics can be obtained by successive applications of the operators
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to spherical harmonics. The elegant formulas were derived by Goldberg, et-al
[10].
82 szlm = _(l - 8)(l + s+ 1) s)/lm;
8szhn = \/(l - S)(l + s+ 1) s+1}/2m>
5s}/hn = _\/(l + S)(Z — s+ 1) s+1}/lm-

Applying these equations iteratively, one can show that

0 Vi if0<s<l,

(1T Wi i -1<5<0

In the context of representation theory of the rotation group, the main result
is that Wigner D!,,,,, matrix elements can be neatly expressed after a messy
computation, by the neat formula [10],

Dl—m5(¢30ﬂ *T/’) - (l)m\/g Yim(e ¢) is¢ (8139)

In 1985, T. Dray [7] proved that with a appropriate choice of spin gauge, spin
weighted spherical harmonics were the same as the monopole harmonics intro-
duced by Wu and Yang as solutions of a semiclassical electron in the field of a
Dirac monopole. This is not surprising since, as we will see in the next chapter,
the Dirac monopole is associated with a connection on a U(1) Hopf bundle over
52, whereas the transformation law for spin- weighted function is basically a
gauge transformation in such a bundle.

8.4 SU(3)

The SU(3) group was in introduced by Gell-Mann in 1961, as a candidate
for a symmetry gauge group to accommodate quark “flavors”. In the language a
particle physics in this theory, Hadrons are made up of three quarks with flavors
called: up, down and strange (u,d,s), at a time when particles with “color”
attributes of charm, top, or bottom (c,¢,b) were unknown. If one denotes a
flavor state by,

u
[Vr) = |df,
S

The isospin action by g € SU(3) is simply given by [¢¢) + g|tof). The Lie
algebra su(3) consists of 3 x 3 traceless, Hermitian matrices. The dimension
of the special unitary group SU(n) is n? — 1, so su(3) has 8 generators. Gell-
Mann chose for these generators, the closest extension of Pauli matrices. The
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8 Gell-Mann matrices are, (see Georgi [9])

010 0 —i 0] 0 —i 0
M=1[10 0|, a=1]i 0 0|, \s=1]i 0 o0},
0 0 0] 0 0 0] 0 0
0 0 1] 0 0 —i
AM=10 0 0|, »s=10 0 0],
1 0 o0 i 0 0]
0 0 0] 0 0 0 L [tooo
Xe=10 0 1|, \7=1[0 0 —i|, xs=—= 1[0 1 0], (8140)
0 1 0] 0 0i 0 V310 0 —2

Anticipating a factor of 2i as in the case of Pauli matrices, we use the standard
convention of denoting the structure constants by,

Ny Akl = 20\ (8.141)
Effectively, the matrices are normalized so that,
Tr(AjAx) = ;i

It is customary to set

Ty =3
The structure constants turn out to be completely antisymmetric, so, modulo
permutations, there are only 8 independent ones. The upper 2 x 2 block of
{A1, A2, A3} are just the Pauli matrices, so this set constitutes an su(2) subal-
gebra, and we have

f ' ik = ¢ ik
whenever all indices are less than or equal to 3. The isotopic spin SU(2) algebra

generated by the exponential map of these generators, result in rotations of the
flavor state |¢;) that leave s invariant. Defining,

T+ = \/g)\g + A3,
T_ =V3Xs — A3,
one can also identify two more su(2) subalgebras generated by {\4, A5, 71} and
{ X6, A7, 7_} respectively. The rest of the non-zero structure constants are easily
computed using symbolic manipulation software. The results are,
frar = faas = fost = fa1s = 5,
fis6 = faer = — 3,

fass = fos = V3.

A concise formula for the structure constants is given by,

figk = — 5 Tr(Ni[Aj, Ax)) (8.142)
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Another useful fact is the formula for the anti-commutators,

{N, Ak} =30l +2d' N\, where,
dijk = i Tr()\i{)\j, )\k})

The Killing form,

9jk = fljmfmki = 30k,
modulo the usual problematic factor of 27, is non-degenerate and positive defi-
nite, as expected from a semi-simple, compact group. The Cartan subalgebra is
spanned by hs = T3 and hg = Tg which commute with all the other generators.
Thus, the subalgebra is of rank 2 and there are 2 Casimir operators. Since the
generators of the Cartan subalgebra are already in diagonal form, is is easy to
find the eigenvectors and corresponding weights [9],

3]~ G i e [f0-5

To find the roots we need generators that take one weight to another. From

N

TS
g g
\ T,
———e0——o—
=N\, 1 R
\ 7z 3/
o |2 4

Fig. 8.5: Root Diagram A; = GU(3)

lessons learned from su(2) we take as raising and lowering operators,
1 1 1
V2 V2 V2

A straight-forward computation of the commutators with the generators of the
Cartan subalgebra gives,

(Ty +iTy), (Ty +iTs), (Ty +iT).

(T3, (T1 £ iTo)] = £((Th £iT3),
[T, (Th £iT5)] = 0,

So, we have found two roots, (+1,0). Continuing the computation for the next
set of ladder operators, we get,

(T3, (T4 £iT5)] = :l:%((T4 +14T3),

[Ty, (Ty + iTs)] = i?((n +iT5),
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so the next pair of roots are (i%, i@) Finally, the commutators for the third
set of ladder operators, leads to,

[Tg, (TG + ZTg)] = :F%((TG + iT7),
[Ts, (Ts +iTs)] = i?((TG +iTs),

giving the last pair of roots (F1, j:@) The complexification of su(3) is s((3, C).
In Cartan’s classification of semisimple Lie algebras, the root system for sl(n +
1,C) is called A,,.

In the root diagram As = su(3), the roots form a regular hexagon with two
roots at the center, as shown in figure 8.5. We refer the reader to the famous
book by Georgi [9] for a full discussion of representations of groups in Physics.



Chapter 9

Bundles and Applications

9.1 Fiber Bundles

The late 1970’s was an exciting time to be a graduate student at Berkeley.
At the time, the University had a powerhouse of some of the top, world-class
mathematicians in differential geometry and related fields, including, Chern,
Kobayashi, Wolf, Gilkey and Weinstein; a number of renowned general rel-
ativity researchers such as Taub, Marsden, and Sachs; as well as a battery
of visiting faculty and invited speakers at the frontiers of research. Prior to
1975, with the exception of Professor Sachs, who had a dual appointment in
the physics department, I don’t think I ever saw, either as an undergradu-
ate or as graduate student, a physics professor enter the math building or a
math professor walk the hallways of the physics building. It just so happened,
that on 1975, Belavin, Polyakov, Schwartz, and Tyupkin, published a paper on
pseudoparticle solutions to the Yang-Mills equations [3]. This so-called BPST
instanton, drew widespread attention in the physics community. The instantons
are extremals under a variational principle of the Yang-Mills Lagrangian, which
generalizes the electromagnetic Lagrangian 2.123, to non-Abelian Lie algebras.
The paper included a provocative discussion of topological properties such as
homotopy classes and a footnote referring to a particular equation as a Pontr-
jagin class. A. Trautman [37] is credited as the first mathematician to observe
that the BPST instanton (and Dirac’s monopole) corresponded to a connec-
tion on a Hopf bundle. The details will be presented in this chapter. In 1977,
Schwarz (apparently the correct spelling) used the Atiyah-Singer index theorem
to show that the number of instantons and zero fermion modes is given by some
topological invariant (8% — 3) [32]. Perhaps the inclusion of such heavy-duty
mathematics made some of the particle physicists a bit uncomfortable. I say
this because in 1977, when I. M. Singer was offered a position at Berkeley, his
seminars on the Penrose twistor programme and gauge theory got flooded with
non-Abelian gauge physicists including Mandelstam. The relevance of twistor
theory to gauge fields was first established by R. Ward in a brilliant short paper
[39] in which he showed that certain complex vector bundles related to CP?,
in twistor theory, could be used to generate self-dual gauge fields. This also
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drew the attention of algebraic geometers such as R. Hartshorne, working on
moduli spaces of vector bundles, The presence of Singer at Berkeley attracted
a slew of prominent visitors such as M. Atiyah, S. Yau, and later, A. Lich-
nerowicks. Atiyah and Singer became major contributors to the mathematical
formulation of Yang-Mills Theory; in particular, in a paper published in 1978,
[2], Atiyah, Hitchin and Singer computed the dimension of the moduli space
of irreducible, self-dual connections for Yang-Mills equations in 4-space for all
compact gauge groups. The dimension of this space for SU(2) is the topological
invariant (8% — 3) derived by Schwarz.

Among the physicists attending Singer’s lectures was a young researcher
named A. Hanson with whom I partnered to become the note-takers for the
seminar series. The section on Yang-Mills in these notes, is partly distilled from
my 1977-78 notes with Hanson on the lectures by Singer. A couple of years later,
Hanson, along with T. Eguchi and P. Gilkey, who introduced me to algebraic
topology, published a comprehensive work, in which among other things, they
announced the discovery of a new metric for a gravitational instanton [8]

We have already encountered several examples of fiber bundles of interest in
physics. The most fundamental of these are the tangent and cotangent bundles
and tensor product thereof. We have also discussed the Hopf bundle which is
endowed with a non-trivial topology. We present now a more formal approach
to fiber bundles, still keeping in mind that to try to make the material more
accessible to physicists, we occasionally might sacrifice a bit of rigor in favor of
simplicity.

9.1.1 Definition A smooth fiber bundle is a set £ = {E, M, n, F'} consisting
of manifolds £, M and F and a C* map 7 : £ — M from E onto M satisfying
the following properties:

1. The map is locally trivial. This means that for every point p € M, there
exists an open set U containing p, together with a diffeomorphism ¢ :
71 (U) — U x F. We call F, = 7~ *({p}) the fiber at the point p. We
allow the simpler notation F, = 7~!(p) for the fiber at p and

Flp =)= F
peU

for the fiber space over the set U. This part of the definition says that
locally, the bundle looks like a cross-product; that is, 7=1(U) = U x F.
The pair {U, ¢} is called a coordinate neighborhood or a coordinate patch,
or a local trivialization of the bundle.

2. The fiber space is glued in a smooth manner. More specifically, if {U;, ¢;}
and {Uj, ¢,} are two coordinate neighborhoods with nonempty intersec-
tion and p € U; (N Uj, then

bij =¢;'¢; Ui x F—=U;j x F

is a diffeomorphism. The quantities ¢;; are called transition functions.
The sets {U;} constitute an open cover of M. (See figure 9.1).



9.1. FIBER BUNDLES 321

Fig. 9.1: Fiber Bundle

The manifold M is called the base space, F is called the total space or the
bundle space, and 7 the projection map. The notation

F-EL M (9.1)

or simply
m:E—-M

is also used, probably because it is easier to typeset. There is a common abuse
of language in calling E the bundle space, since the bundle is really the set .
A trivial bundle is one that is a simple cross product, £ = M x F. In that
sense, we could view R? = R x R as a bundle with base space M = R and
fiber F = R. There would be no advantage to view R? this way, but it is a
bundle anyway. The total space is the union of all the fibers, which locally does
look like a cross product, but globally it might have a non-trivial topology, as
in the case of the Hopf bundle 8.1.4. It is possible to start the treatment of
fiber bundles with topological spaces, in which case, the projection map would
be a continuous function, the coordinate maps homeomorphisms, and the base
space would have the quotient topology. These topological bundles can then be
given differentiable structures as above. In fact, it would be more natural to
treat this subject in terms of categories, morphisms, and functors, but we will
resist the temptation.

9.1.2 Example Let M = S', I = [~1,1] and E = S! x I. This trivial bundle
is just a cylinder with a circular base space and each fiber a copy of the interval
[—1,1]. Topologically, we can construct the bundle by looking at the base space

Cylinder Mobius Band

Fig. 9.2: Mdbius Band

as an interval, say [—m, 7] with the end points identified. We glue the bundle by
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identifying the fibers at the endpoints, as suggested by the arrows pointing in
the same direction in the picture in the left, on figure 9.2. On the other hand, if
we identify the vertical edges in opposite direction as shown in rectangle on the
right, we get a strip with a twist, which is topologically equivalent to a Mobius
band. A smooth parametrization of this surface and a picture rendering the
surface is given in 5.1.

9.1.3 Definition A section s of a bundle £ = {E, M, , F'} is a smooth map
s: M — E such that
Tos=1idpy

This is the same concept introduced in the context of the tangent bundle for
which the sections are called vector fields (See figure 1.1). We use the same
notation I'(F) for the set of all smooth sections. For the tangent bundle, the
fibers are copies of R™, so they are vector spaces of dimension n. In such a
case we call the bundle a vector bundle. The tangent bundle TR" is a trivial
bundle. If p € U C R"®, then 77U =2 U x R" and the coordinate patch maps
are,

0 0
o : (p,alaxl,...,anaxn) »—>(p,a1,...,a").

This slightly more formal point of view is consistent with our earlier definition
of a tangent vector. A vector bundle has more structure that a run-of-the-
mill fiber bundle. If (p, f) is an point in the bundle in the intersection of two
coordinate patches {U;, ¢;} and {Uj, ¢;}, the transition functions satisfy,

bij = (p, 0ij () f),

where ¢;;(p) € GL(n,R)! gives a linear isomorphism on the fibers. For the
tangent bundle, this is yet another way of saying that if we change coordinates
near p, the components of a tangent vector at p change by an action of an
element of GL(n, R) represented by the Jacobian. If the fibers are k-dimensional
with a GL(k,R) action on the fibers, we just say that the vector bundle is k-
dimensional, even though the real total dimension is (n + k). A vector bundle
of dimension 1 is called a line bundle. The normal bundle of the sphere S? in
R3 would be an example of a line bundle. Since the fibers of vector bundles are
vector spaces and every vector space has a 0 vector, there is a special section
s such that s(p) = (p,0); this is called the zero section. This is a trivial global
section in all vector bundles. The set of all sections of a vector bundle has
a natural structure of a vector space, in which the zero-section is the zero-
vector. There is no problem finding non-singular global sections of the tangent
bundle T'(R™). However, for submanifolds M of R"™, there might be topological
obstructions to the existence of vector fields that are non-zero everywhere. For
example, the reader may be acquainted with the theorem that one can not
“comb” a hairy sphere S2. As proved by Poincaré, the obstruction in this
case is the Euler characteristic which would need to vanish, but for the sphere,
x(8%) = 2.

1 Again, we adopt this notation with reluctance, although is common in the literature. The
quantities ¢;;(p) are matrix-valued, so they really should be written as ¢*;(p)
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9.1.4 Definition A covering space of a space M is a bundle ¢ = {FE, M, w, F'}
in which every point p € M, has a neighborhood U C M, such that 7= (U),
is the disjoint union of sets Vi, each homeomorphic to U. In other words, the
fibers of U are discrete. Here, 7 is a local homeomorphism and M has the
quotient topology.

9.1.5 Example Most likely, the first examples of covering spaces students
encounter in a course in algebraic topology are associated with the circle S!.
The map 7 : S' — S! given by

() =em neZT

gives an n-sheet covering of S! for each positive integer n. One can envision
this covering as a rubber band folded into n loops around a cylinder. The
continuous homomorphism 7 : R — S given by

n(t) = e

is a covering of S by the real line. A covering that is simply connected as it
is the case here, is called a universal covering space. This map is the starting
point in establishing that the fundamental group of S', also called the first
homotopy group 71, is given by

71'1(51) =7

A differentiable manifold structure is not required in this example. All that is
needed is that S' = R/Z is a topological group, R. is simply connected, and
Z is a discrete subgroup of R. The homotopy equivalence classes are the loops
that have the same winding number. The additive group structure is given
adding the number of loops of two group elements.

9.1.6 Example The projective space RP" of lines in R"*!

is defined by the quotient space of S™ obtained by identifying g
antipodal points; that is, the two antipodal points of inter- ﬁ
section of the sphere with a line through the origin. The

covering space of RP™ is the real version of the Hopf bundle

m: 5" — RP",

with fiber Zy. The group covering transformations consist of the identity and
the antipodal map. In this example

Wl(RPn) = ZQ.

I have to thank professor P. Gilkey for motivating me to overcome the fear of
algebraic topology machinery, with his wonderful illustration of the above, for
the case n = 3. He showed up the first day of classes with a toy consisting of
two equilateral triangles, one large, one small. The triangles were connected at
corresponding vertices with three separate untangled strings. He set the large
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triangle on the table and flipped the small triangle in the air by half revolution.
He asked for a volunteer in a class of 5 students to untangle the strings only
allowing parallel translations of the small triangle. Clearly, it was not doable.
He reset the toy and then flipped the small triangle a full revolution. I got
lucky and untangled the strings almost immediately. He proceeded to illustrate
by combinations of half-turns and full-turns, until it was almost self-evident,
that there were only two possible outcomes. Of course, the key question of the
day was, how does one prove that? He explained that the deformations of the
shape of the strings by parallel motion were examples of homotopies; that a
rotation in space left two antipodal points on a sphere fixed; defined projective
space; and concluded that what we had here was a manifestation that the first
homotopy group of the projective space had two generators. Four weeks later
we had learned enough tools to prove the assertion.

9.1.7 Definition Let ¢ = {E,M,n,F} and ¢ = {E', M',n’', F'} be smooth
vector bundles. A vector bundle map is a pair of smooth maps fy; : M — M’
and f: E — E’, such that

1. The diagram 9.3 commutes, ,

E—f>E’

[

M Iy M
Fig. 9.3: Bundle Map: fyyom =7'o f.

2. The map induced by f on the fibers is a linear map.

The meaning of this commuting diagram is that fibers are mapped to fibers.
Indeed, if F,, = 7~ *(p) is a fiber at p € M, then,

(" o [)(Fp) = (far 0 T)(Fp),
= (far o) (7 (),
= fu(p),

so that a point in the fiber of p € U C M lands on a point in the fiber of
fa(p). Thus if makes sense to say that the map induced on the fibers needs
to be a linear map of vector spaces. More specifically, if (p,v) € E, then
fp,v) = (f;u(p), T(p) - v), where T : U —€ L(F, F') gives a linear map T'(p)
from the fiber F}, to the fiber F}M )" If these linear maps are vector space
isomorphisms and fj; is a diffeomorphism, the bundle map is called a vector
bundle isomorphism. In this case, the two bundles are essentially the same.

9.1.8 Definition Pull-back bundle
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Let 7 : E — M be a vector bundle with fiber F' and let f : M’ — M be a
smooth map. We can define a pull-back bundle denoted by f*m : f*E — M’
by assigning the fiber I}, to each point p’ € M’, the corresponding fiber Fi(,
at p = f(p'). More precisely, if v € E, then

FE={@ v)e M'xE| f(p)=nr@)}, [, v)=p (9-2)

It clear that f*E C M’ x E is locally trivial, as it should be. If {U;, ¢;} is a
cover of m : E — M by coordinate patches, then {f~(U;)} is a cover of M’
with transition functions f*¢;;(p") = ¢i;(p). if,

M5 L

then,
(fog)'E= f*(g"E)

This should elicit memories of the properties of the pull-back of differential
forms 2.68.
One of the main application of pull-back bundles is the interesting relation to
homotopy. Recall from definition 7.1.16, that two maps f,g : M’ — M are
called homotopic if there exist a map ¢ : M’ x [0,1] — M, such that

2) 6(p',0) = /(p),

b) ¢(p',1) = g(p).
The main theorem in this regard is that if f and g are homotopic, then the
pull-back bundles f*FE = g*E are isomorphic.

9.1.9 Corollary Let M’ = M = be a contractible space and suppose the
homotopy is a deformation retract (see 7.1.17),

¢¢(p) = ¢(p,t) = tp.

Then the theorem says that £ = f*E = g*E = M x F, which proves that if M
is contractible, then F is trivial.

9.2 Principal Fiber Bundles

A smooth principal fiber bundle (PBF) is essentially a fiber bundle in which
the fibers are Lie groups, or manifolds on which there is a free and transitive
action by a Lie group . In that sense, one can view the base space as the
parameter space for a family of fibers F' where at any point p in the base
space, the fiber F}, is diffeomorphic to a Lie group. More formally, we have the
following definition

9.2.1 Definition Principal fiber bundle

A smooth principal fiber bundle is a set ¢ = {E, M, 7, F,G}, where F — E =

M is a fiber bundle, and G is a Lie group acting on F freely along the fibers.
As a reminder, G acts on F on the right, if there exists a smooth map

w: E x G — E given by (b, g) — bg. The action is free along the fibers if the
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only element that acts as an identity is the identity and the action is transitive
if any two points on the same fiber are connected by an element of the group.
Thus, if the action is free and transitive, the fibers are diffeomorphic to the
orbits of the group. This means that the bundles

Tl prl
M =5 E/G

are isomorphic. Here, pr is the natural projection of F onto its cosets.

9.2.2 Example Bundle of Frames

BM) (b T (U) — . R X GI(n, R)
F, _

Sy l
| ?;
4 b

Fig. 9.4: Bundle of Frames

)

One of the most important principal fiber bundles is the bundle of frames.
We hope that the following discussion does not obscure simplicity for the sake
of formalism. The bundle of frames is the structure one gets by attaching
to each point on a manifold, the space of all possible frame fields of tangent
vectors. The structure group is Gi(n, R), which acts on the fibers at each point
on the manifold, by matrix multiplication that changes one frame into another.
Parallel transport of vectors and frames on the manifold, correspond to choosing
a horizontal subspace of the tangent space of the bundle. Choosing a horizontal
subspace in the bundle is then equivalent to choosing a connection.

9.2.3 Definition Let M be a smooth manifold of dimension n, and let
{(¢4,U;)} be an atlas of coordinate charts covering M. As usual, we label the
coordinates of p € U; as (z*,...,2"). The frame bundle B(M) is defined as the
bundle 7 : B(M) — M, where

B(M) ={(p,e1,e2,...,en) :p € M, = (e1,e2,...)is a basis for T,(M).}

The projection map 7 is given by
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Let (¢, U) be a coordinate chart with coordinates (x!,...,z"), with U = 7~ 1U.
As shown in figure 9.4, we can lift the chart in M

¢:U—R"
to a chart in B(M),
$:U = R" x Gl(n, R) ~ R™™",

as follows. Let {9; = %} be the standard basis for the tangent space T, M,
associated with the coordinates p = (z',...,2"). Let b € B(M) be a point
with coordinates

b= (p,e1,...,en)

on the fiber F,,. Then, as shown in equation 3.1, there exists a matrix A €
Gl(n,R), with ‘

€;, = A]iaj
Matrix multiplication by A is on the right, but, as in 3.1, we choose to write

the equation as above, to make it clear that J; is not acting as a differential
operator on the components of A. Thus, b € F, can be written as

b= (p7A]8J,")

The bundle coordinate patch on U is defined by

¢U(p> €1y '7€n) = (pa Aij)

Here, we identify the matrix A € Gi(n,R) with a point in R”2, where the

coordinates in R™ are given by the entries in the column vectors of A. The
standard coordinates of Gi(n,R) are given by the matrices X*; that have a 1
entry in the i*" row, j*" column, and a 0 entry everywhere else.

The right action p : B(M) x Gl(n,R) — B(M) along the fibers is given by

pi(bg) = bg=p fi=e;q’): g€GlnR).
Given two overlapping charts in B(M)
¢ :m ' (Us) = Us x Gl(n,R),
¢; 71 (U;) = Ui x Gl(n,R).

with transition functions &ij on U; NUj, given by @j = (¢); 1%. The group
action on the fibers satisfies,

(bg1)g2 = b(g192)-

The atlas (¢;,U;) thus gives B(M) the structure of a differentiable manifold.
A local section of the bundle s,, € T'(B(m))) represents a smooth choice of a
family of frames at points in U, with 7o s, = id.
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9.2.4 Example Let G be Lie group and H C G a compact subgroup. Then
7 : G — G/H, where 7 is the projection map onto the orbit space, is an H-
bundle. This is one of the early results in the theory of fiber bundles, first
proved by H. Samelson in 1941.

9.2.5 Example The projective space fibration

Recall that the complex projective space CP" is the quotient space C"/ ~,
where a,b € C™ are equivalent, a ~ b, if there exists a ¢ € S' such that a = be.
That is, CP"™ is the space of lines through the origin. Then.

52n+1 St CPn

is a principal U(1) bundle. The special case for n = 1 is the ubiquitous Hopf
map 8.32.

9.2.6 Example The SO(n) bundle
The group of special orthogonal matrices

SO(n) = {A € Myxn(R): A™* = AT det A = 1}

acts transitively on the unit sphere S”~! C R"™. The subgroup that leaves the
north pole fixed, that is, the isotropy subgroup of the point e; = (1,0,...,0),
is the set of matrices of the form

10
A:[O B}’ B e SO(n—1).

Thus, SO(n)/SO(n — 1) is diffeomorphic to S"~!. This, with the projection
map

50(n—1)
R

m:80(n) gn—t

constitutes a SO(n — 1) bundle.

9.2.7 Example The U(n) bundle
The group of unitary matrices

U(n) ={A € M,,,(C): A™t = AT}
acts transitively on the unit sphere S?"~! C C™. The subgroup that leaves the

north pole fixed, that is, the isotropy subgroup of e; = (1,0,0,...,0), is the set
of matrices of the form,

A[(l) g}, BeU(n—1).

Thus, U(n)/U(n — 1) is diffeomorphic to $?"~!. This, with the projection map

m:U(n) —>U(n71) §2n—1
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constitutes a U(n — 1) bundle. The bundle structure above is also true if
the unitary groups is replaced by special unitary groups, which corresponds
to requiring the matrices A to have det A = 1, or equivalently, to picking an
orientation of the frames.

9.2.8 Example The Grassmannian

Let F denote, either of the vector spaces R or C. The space of orthonormal
k-frames in F™ is called the Stiefel manifold Vi (F™). We can characterize the
Stiefel manifolds as the set of n x k& matrices,

Vi(F™) = {A € My, : AAT = 1I,,}, (9.3)

where [j is the k x k identity matrix. We interpret I, as a matrix [, =
[e1, ea, ..., ek] of orthonormal basis vectors. Viewed as representing linear trans-
formations L(F*, F™), the matrices A have rank k.

Analogous to the construction of projective spaces, we say that two matrices
A, B, € Vi (F") are equivalent, A ~ B, if there exists a k x k orthogonal (or
unitary in the complex case) matrix C' such that A = BC. The Grassmannian
is defined as

Gr(k,F™") =V (F")/ ~ . (9.4)
The Grassmannian is the space of k-planes in F”. In R” the projection map
7 Gr(k, R™) 29 v (R, (9.5)

is a principal bundle with fiber group O(k). The group O(n) acts transitively
on Vi (R), and the isotropy subgroup of the n x k matrix

A= [ﬂ .
consists of the matrices in O(n) of the form

v

0 B’
where B € O(n — k). Thus, we have a diffeomorphism,
O(n)/O(n — k) = Vi(R"),
and we can write the Grassmannian bundle as,
7 Grik, R™) 2% 0(n)/0(n — k). (9.6)

Equivalently, we have

O(n)

GrikRY) = S0 0 =1

1
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In the complex and quaternionic vector spaces, we have

Y~ U(n)
Grik:C) = Ty < U —h)’
Gr(k, H") = Sp(n) (9.8)

Sp(k) x Sp(n — k)’

The Grassmannian of lines in R? is the projective space RP? and the Grass-
mannian of planes is the same since to every line through the origin, there cor-
responds a unique orthogonal plane. Hence, the simplest Grassmannian that is
not a projective space is the space Gr(2, R*) of planes in R*, or equivalently,
the space of projective lines in CP?. The space CP? of projective lines in C*
with a Hermitian metric of signature (+ + ——) is the base space for twistor
theory; in this case the symmetry group preserving the metric is SU(2, 2) which
is the double cover of the conformal group. It has been cited by R. Penrose
[29], that the geometrical foundation for the theory can be traced back to the
work of Pliicker and Klein on subspaces of planes. In view of this historical
setting, we present a brief summary of the parametrization of two dimensional
subspaces of R* used by Pliicker. Given two vectors v = (v!,v?,v%,v*) and
w = (w!,w? w3 w*), we can determine a plane by a linear map L(R? R*)
with matrix representation given by a 4 x 2 matrix A of rank 2, whose column
vectors are v, and w’. That is,

U1 w1

V2 W2
A= ,

U3 w3

Vg W4

The Grassmannian Gr(2, R*) is the space of equivalence classes of such matri-
ces. Pliicker coordinates p;; are defined by the determinants of pairs of rows 4
and j.

Dij = ViW; — VWi,

0 P12 Pbis D14
—P12 0 D23 D24,
—p13 —p23 0 pag,
—p1a —p2a —p3a O

We may view the antisymmetric matrix P = (p;;) as a element of the Lie
algebra so4, and the quantities (p12 : P13 : P14 : P34 : P24 : P23) as homogenous
coordinates in RP® . A short computation using the antisymmetry property in
the definition of p;;, yields,

P12DP34 — P13P24 + P1ap23 =0

The square of this entity is equal to det(P). This equation, up to a constant,
represents a quadric hypersurface @ in RP®. The permutation signs of the
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equation give a hint that there is a duality lurking somewhere, namely the
orthogonal subspaces. Introducing independent coordinates

p12:X+Ra P34:X*R»
piz=5-Y, poa=95+Y,
pu=2+T, p3 =2 —T,

the equation becomes,
(X2 +Y?2+2%) - (RP+S*4+T%) =0
By re-scaling the homogenous coordinates we can write the quadric @ as,
X2 4Y?2427%=1, R+ 8?4+ T%=1.
Thus, @ has the topology of a torus S? x S2.
9.2.9 Example S°

The U(n) bundle with n = 2 gives U(2)/U(1) = S3.
The Grassmannian Gr(1,C?) = CP' = §2, gives the bundle

U(1) U(2)

U(2)/U(1)
53 5, g2,

This view of the Hopf bundle is the foundation for the argument that a three-
sphere 52 is homeomorphic to the union of two solid tori whose intersection are
their common boundaries with topology S! x S'. As a static picture, figures
such as in 8.3 are as good as it gets in trying to visualize the union of the two
tori.

9.2.10 Definition Associated vector bundle

Let £ = {E, M, n, F,G} be a PFB. Suppose there is a vector space V' on which
G acts on the left. Let (e,v) € E x V and g € G. We can define an action on
the cross product F x V by

(e,v)g — (eg, g~ v),

Denote (E x V)/G by E X V. Then the natural projection map,

p:ExgV LM

defines a vector bundle called the associated vector bundle.

9.2.11 Example If F = B(M) is the bundle of frames, and V = R", the
associated vector bundle is the tangent bundle.
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9.3 Connections on PFB’s

We have noted earlier, that in a Riemannian manifold, there exists a unique,
torsion-free connection (see theorem 6.9). The metric on the manifold allows us
to define orthonormal frames, and the connection gives a prescription on how
to parallel transport tangent vectors and frames. We now present the bundle
viewpoint of connections. We will do this quite generally, but the reader should
keep in mind the bundle of frames as the model space. There is a learning curve
for the mathematical formalism, but the idea is very intuitive. We illustrate
this with bundle of frames. Given a point p on a manifold M, the fiber of the
bundle of frames F(M) counsists of the point and all the frames at that point.
The action of the general linear group along the fibers, transforms one frame at
p onto another frame at p. Since the right action of the group is transitive and
effective, there is a natural way to identify a vertical direction in the tangent
space at a point b on the bundle, namely, a vertical tangent vector at b on
the frame bundle, corresponds to a frame at the point p in the base manifold.
If the frames are restricted to be orthonormal, the picture is the same, but
one has to reduce the group to the orthogonal group. Thus, the action of the
group tells us how move frames along the fibers, but it does not tell us how
to move a frame to the fiber of a nearby point on the manifold. This requires
more structure, namely a connection. In the case of Riemannian manifold, the
natural structure is provided by the Levi-Civita connection, which quantifies
how to parallel transport a frame along any particular curve. Lifting the curve
and the moving the frames along that curve in the bundle, would then yield
a section of the bundle that we could identify as a horizontal direction. Thus,
the basic idea of connection on a principal fiber bundle amounts to choosing
horizontal direction for the tangent space of the bundle.

Let £ = {E,M,n, F,G} be a principal fiber bundle and let the coordinate
chart U; give a local trivialization of the bundle

’/Til(Ul) ﬂ) Ul x G.
st
Ui
Let p € U; and b € F,, C 7~ (U;), so that m(b) = p. Here we use the notation
¢i : 7T_1(Ui) - U; x G,
i (b) = (7(b), i(p))-

On the overlap U; N U; of two coordinate charts with

the transition functions y;; = @, 1. (; give a map
Pij ZUZ'OUJ‘ —>G,

©Yij
p — %‘j(p)
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If

S; - Ul — W_I(Ui),
S5 ¢ Uj — 7T_1(Uj)7

are sections of the bundle over sets with U; N U; # &, then on the overlap the
sections are related by

sj(p) = si(p)ij (p)- (9.9)

9.3.1 Definition Let & = {E, M, r, F,G} be a principal fiber bundle and let
b € F, be a point on the bundle over the fiber F,,. A tangent vector Y € T, £
is called wvertical if

Y = 0.

The vector space Vj, of all such vectors is called the vertical subspace of Ty E.
If X € g, that action of the group G on E induces a fundamental vector field
Y = 0(X) as defined by equation 7.74. Such a vector field would then yield a
vertical vector at any point b € F,.

9.3.1 Ehresmann Connection

We now introduce the following,

9.3.2 Definition Ehresmann connection
A connection I" on a principal fiber bundle is a choice of a subspace Hy, of T, E,
such that

a) For each b € E, we have T,E =V}, ® Hy,

b) Ry« Hp = Hyg,

c) Hy is a C* distribution.

The vector space Hy is called the horizontal subspace of Ty E at b, and tangent
vectors in this space are called horizontal. Condition (a) says that any tangent
vector Y € T, F can be split as a sum of a vertical and a horizontal component
that we denote as,

Y =vY + hY.

Condition (b) says that the distributions b — H}, is right-invariant under the
action of G . A connection on a principal fiber bundle as defined above is called
an Fhresmann connection.

Given a connection I' we define a Lie-Algebra valued one form

wb:TbE—>g

that for each tangent vector Y € T, F, it assigns the unique vector vector X € g
whose fundamental vector field o(X) is the vertical component of Y. In the
language of distributions, Hp is the kernel of the map,

Hy, = {Y e WFE W(Y) = O}
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Since the map w is onto for every b € E, the kernel Hy is a linear subspace of
Ty, E with dimension equal to the dimension of M with w(Yy) = 0. To be clear,
we are saying,
X ifY=0(X
w) = { ! o(X),

0 if Y is horizontal.

Here we assume that the space Hp annihilated by w is a C*° distribution in the
sense of Frobenius 7.44.

Motivated by the formula for the pull-back of the Maurer-Cartan form 7.66
and by equation 7.75, we can equivalently characterize an Ehresmann connec-
tion, by the conditions stated in the following,

Vb

Fp o) G \A .

e
E} b

T E W>TQG
3 \/

Fig. 9.5: Ehresmann Connection

9.3.3 Theorem An Ehresmann Connection on a principal fiber bundle £ =
{E,M,n,F,G}, is a smooth, Lie Algebra valued form w € Q(F) that satisfies
the following conditions:

a) w(o(X)) =X, for all X € g,

b) Ryw(Y) = Adg-1w(Y), for all g € G, and all tangent vectors Y on E.

Part (a) is immediate from the definition. Part (b) essentially follows from the
fact that the fundamental vector field associated with Rg.w is Adg_lw. Y can
be split uniquely into a horizontal and a vertical component. If Y is horizontal,
then both sides of the equation are zero. If Y is vertical, it is the fundamental
vector field o(X) for some X € g. Then

(R;W)b(y) = whg(Rg+Y),
= wig(0(Ady-1X)) by equation 7.75
=Ady, X
(Rgw)p(Y) = Adg-1 (wp(Y)). (9.10)
We now show how to pull down a connection w on a principal fiber bundle

E down to a family of local connections on the manifold. Here we adapt the
procedure from Kobayashi and Nomizu [18], with apologies to the authors for



9.3. CONNECTIONS ON PFB’S 335

diminishing the elegance of their proof, for the sake of clarity provided by adding
more details. Let {U;} be an open cover of M with coordinate charts {(¢;, U;)}.
For each i let s;(p) be the section over U; defined by

si(p) = ¢ Yp,e), pel, e=ideG

Given a connection w in the bundle F, define local connections on M using
the pullback of the section maps. Thus, over each pair of overlapping charts
U;NU; # @, we define,

*
A
ok
wj; = sjw.

Since the transition functions map
gOijZUiﬂUj—)G,

we can pull-back forms. In particular, let 6 be the left invariant Maurer-Cartan
form on G. We define a g-valued form on U; N U; by

w5 TG = T(U;NU;),
0ij = QDZ}Q
For applications to gauge theory, following result is very important,

9.3.4 Theorem On U;NU; # @, the local forms w; and 0;; on M satisfy the

condition
wj = (Adgpf.l )wi + ‘92] (9.11)

Proof Given a point p € U; NUj, let X, € T,,(U; NU;) be a tangent vector
to a curve z(t), with (0) = p and X = 2/(¢). Then the transition equation for
the sections 9.9 reads

sj(2(t)) = si(x()) @iz (2(1)-

The push-forward
55 (Xp) : T,(U; NU;) — Ty, (p)E>

is the image of (5;4(X), @i« (X)) under the isomorphism
T B ® Tpi;0) G = Ty ) E-

More specifically, taking the derivative d/dt and evaluating a ¢t = 0 as done
with the product rule formula 6.2, we get

d d

S [81@M)]li=0 = Z[si(2(®)) ¢ij (@(t))]e=o0,
= %[Si(x(t)) ©ij(p)]i=0 + %[Si(p)) @ij (2 (t))]i=0,
sjx(X) = %[R%(p)) si(x(t))]i=0 + %[Si(p))%j ((t)))t=0,

= Ry, (p)x Six(X) + 80 (D) i (X))
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We now apply w to both side remembering the general definition of the pullback
s*w(X) = w(s.X). We get

w(sjx(X)) = W(Ry,, (p)s 5ix (X)) + w(8ix(p) #ijx (X)),
s5w(X) = Ry (@ (six (X)) + w(six(p) @i= (X)),
wj(X) = R, (wi(X)) +w(six(p) pijx (X)),
wj(X) = (Ad,—1)wi(X)) + wlsix(p) wijx (X)),

where in the first term on the right, we have used the condition 9.10 for an
Ehresmann connection. The second term on the right is a bit trickier. We see
from the diagram below

T, (UinU;) — — ToiynG
{ {
€ (UinU;) 2% ¢i5(p) € G,

that ¢;;(z(t) is a curve in G, whose differential map sends the tangent vector
X at p to a tangent vector in G at ¢ (p)

Pijx
X —>901J*( )|tPij(10)

On the other hand, one can think of s;(p) as a map from G to E given by

si(p) : G — E,

s:(p)
g ——si(p)g-

Thus si«(p) @ij«(X) is the push-forward of ¢;;.(X) to TE by the Jacobian
map s;(p) : TG — TE. If Y € g is the left-invariant vector 2 in G such that
Y = i« (X) at ¢;;(p), then, we have

0(Y) = 0(15.X) = Y

The image of Y under s;.(p) corresponds to a fundamental vector o(Y), there-
fore, by the definition of an Ehresmann connection

W(six(p) Pijx(X) = w(a(Y)),
=Y,
= 0;(X)

2Specifically, Yo = L;ilj (p)* (pijx (X)%_j (p))- The notation is a bit cluttered but the concept

is rather simple. The vector Y generates a one parameter subgroup of G whose tangent vector
at ¢;;(p) concides with ;;.(X). The integral curve of ¥ induces a fundamental vector field
o(Y) on the fiber F),
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The converse of the theorem is obtained by reversing the argument above. This
concludes the proof.

If G is a matrix group, and on the overlap of the charts U; N U; we denote
the transition functions ¢;;(p) by a matrix transformation B, then equation
9.11 reads

wj = B 'w;B+ B~ 'dB,

which we immediately recognize as the transformation law for an affine con-
nection in the manifold, (or a local gauge transformation in the language of
physics.) Since this holds for any pair of overlapping patches, we see that the
connection in the bundle gives rise to a family of connections on M which piece
together as we desire on any overlap.

9.3.2 Horizontal Lift

Given a principal fiber bundle ¢ = {E, 7, M,G}, and b € E, we define the
horizontal lift Xg of a vector field X € 2 (M) to be the a horizontal vector at
p that projects to X; that is

a) v(X}) =0,

b) T (X)) = X (r)-

The horizontal lift is right translation invariant meaning

¢) Ry X} = X[ forallbe E and g € G.

We have the following,

9.3.5 Proposition Let X* and Y? be horizontal lifts of X and Y respectively,

and let f € .#(M). Denote by f* the composition f*: E 5 M 1, R. Then
a) XF4+Yi= (X +Y),
b) fEXF = (fX),
c) h[X!, YY) = [X,Y]E
Proof Ouly part (c) requires a little thinking. The proof rests on the fact that
the push-forward of the Lie bracket is equal the bracket of the push-forwards,
as shown in equation 7.25. We have

. (h[XF, Y¥)) = 7, ([hX*, hYH),
= m.([X*, YF),
= [W*Xﬁ,ﬂ'*yﬁ],
= [X,Y].

To give a better illustration of the horizontal lift of vector fields, consider the
bundle of frames E = B(M).

If V is a connection on M, using the notion of parallelism defined by 6.64,
we can parallel transport the tangent space along curves in M. Let {x!,... 2"}
be coordinates in a coordinate chart about a point p € M and let {9; = %
be the standard basis for T,M. The horizontal lifts {(9;)*} then constitute

a basis for the distribution b — Hy,. Let b = (p,e1,...e,) € B(M), with
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e; = A%;0;, A€ Gl(n,R), and a(t) be a curve in M with a(0) = p. By parallel
translation {e;(t) = ei|q(s)} of the frame {e;}|,, we define a curve

af(t) = (a(t), er(t),...en(t)).

Since (moat)(t) = a(t), we get a horizontal lift a(¢) of a(t). Thus a connection
on M allows us to get unique horizontal lifts of curves in M. A connection on
the frame bundle, together with the notion of horizontal lifts of vector fields,
provide a way to naturally lift curves on M to the bundle. Let «(t) be a curve
in M with tangent vector field T in a neighborhood U where « is injective.
Lift T horizontally to 7% and let of be the integral curve in B(M). If Tlf is
horizontal, that is Tg € Hy, then by the properties of the bundle connection,
Rg*T£ = ng is also horizontal. Thus, The curve a! is horizontal independent
of the point b a ¢ = 0. The horizontal lift defines a parallel transport on the
manifold. The idea extends to any principal fiber bundle. For a more careful
treatment, see for example, Kobayashi and Nomizu [18] or Spivak [34].

9.3.3 Curvature Form

Returning the concept of a connection on
a principal fiber bundle £ = {E, 7, M, G}, and
¢={E, 7, M,G}, with b € E, we introduce the
following .

9.3.6 Definition A form ¢ of degree k in E
is called a tensorial form of adjoint type if

Ry = Adg— - ¢, forallge G,

and ¢(X1,...,Xg) = 0 if at least one of the
tangent vectors X; in F os vertical. The k + 1
form D¢ = (d¢)h, that is

D¢(X17 s ,Xk—l-l) = d¢(hX17 BN} th+1)7
is a tensorial form D¢ called the exterior covariant derivative of ¢.

Now we come the main result of this section. First, we will need,

9.3.7 Lemma If Y] is horizontal and Y5 = o(X3) is a fundamental vertical
vector generated by X, then [Y7, Y3] is horizontal.

Proof Let ¢, = X2 be the one-parameter subgroup in G generating Y5 by
right translation R, . Then

[Y17Y2] - _[YVQa}/l] - _£Y2Y17
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If Yy is horizontal, so is R,,.Y1, so the left hand side [Y1,Y5] is also horizontal.

9.3.8 Theorem Let w be a connection on E. Then the curvature form
defined as Dw satisfies the structure equation

Dw(Y1,Ys) = dw(Y1,Ys) + [w(Y1), w(Y2)]. (9.12)

Proof Every vector in Y € T can be split into the sum of a vertical and a
horizontal vector. Both sides of the structure equation are skew-symmetric and
bilinear, so it suffices to treat the following three cases

Case 1. 'Yy and Y3 are horizontal. Then w(Y;) = w(Y2) = 0, and hY; =
Y1, hYs = yo. Inserting into equation 9.12, we get

D(JJ(Yl,YQ) = dle,}/Q = dW(hyl,hYQ),

which is precisely the definition of Dw.

Case 2. Y7 and Ys are vertical. By definition, Q(Y7,Y3) = 0, thus we have to
prove that the right hand side is also 0. Since Y7, Y5 are fundamental vector
fields, there exist vectors X7, Xo € g such that ¥; = 0(X;) and Y5 = 0(X32). So
w(Y1) = X7 and w(Y3) = X5 are constant. From the definition of the differential
of a one-form 6.28, we have,

dw(Y1,Y2) = Yi(w(¥2)) = Ya(w(¥1)) — w([Y1, Y2]),
= —w([Y1,Y2]) = —w([o(X1),0(X2)]),
= —w(o[X1,X3]), by theorem 7.3.4,
= —[X1, X2] = —[w(Y1),w(Y2)].

Thus,
dw(Y1,Y2) + [w(Y1),w(Y2)] = 0.

Case 3. Y is horizontal and Y3 is vertical. By definition Q(Y7,Y3) = 0, so we
have to show that right hand side is also 0. Extend Y; to a horizontal vector
field, and let X5 € g be the vector generating Yo = o(X3). Then as in case
2, w(Y2) = w(o(X3)) is constant, so Y1 (w(Y2)) = 0 and [w(Y1),w(Y2)] = 0. It
remains to show that dw(Y7,Ys) = 0, We have,

(Y1, Ya) = Vi(w(¥2)) - Ya(w(¥V1)) — w1, Ya),
= —w([\1, Y2)),
=0. by lemma 9.3.7.

9.4 Gauge Fields

As described in the historical notes earlier, physicists and mathematicians
developed the notion of a connection on a principal fiber bundle independently,
and it wasn’t until the 1970’s that they realized that they were talking about
the same objects. Here is short lexicon of the corresponding terms used in the
two disciplines
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Mathematics Physics
Principal fiber bundle | Gauge space
G structure group Gauge group (such as SU(2))
Connection form Gauge potential (such as A )
Curvature form Field strength (such as E and B)
Local trivialization Choice of gauge
Transition function Change of gauge

To get to the physical significance of the principal fiber bundle formalism, let
w be a connection on the PFB, with curvature Dw. Assuming the structure
group has dimension k, let {ej,...,er} be a basis for the Lie algebra g. Then
we can write the components of the connection as w = w®e,, and the structure
equation 9.12 reads,

1
0% = dw® + gCngﬂ Aw™

The o’s in the forms Q¢ and w® are Lie algebra indices which reflect the fact that
the forms are Lie algebra valued. The reader will of course note the similarity
to the Maurer-Cartan equations 7.68. If we pick a local trivialization {U, ¢}
with local section s : U — FE, and label the local forms

A=s5"w, F=s"Q,

we get the expression
Fo=dA® 4+ Lo 4% har
- 9 B

Better yet, if the local coordinates of the manifold be denoted by {z*}, we can
write the equation above to include the tensor indices,
o _ Ay AY

A, Y Y

1
+5C8, AL N AL, (9.13)

which is the familiar form encountered in the physics of Yang-Mills fields. On
the non-empty overlap of two coordinate charts, w and €2 transform as connec-
tion and a tensorial form should.

9.4.1 Electrodynamics

We take a closer look at the special case of electrodynamics. In the classical
theory of electromagnetism, we find the simplest example of a gauge theory. If
F is the Maxwell 2-form, then as in 2.115, we have dF' = 0. Therefore, by the
Poincaré lemma, in a simply connected region, there exist a one form A such
that F' = dA. In tensor components, this reads

F,, =0,A, - 0,A,.
The one form A = A, dz" is not unique because the transformation

A= A =A+dp
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leaves the strength field F' invariant. In vector notation, A, = (¢, A), the gauge
freedom reads

A=A+ Vo,
99

ot’
and the corresponding fields E and B remain invariant. Thus, one can solve
the dynamic equations working with A, knowing that the observables are gauge
independent. The gauge freedom of the electromagnetic field is an asset, rather
than a liability, for it allows one to adjust the potentials to have properties that
do not affect the fields. Of these, perhaps the most useful is the Lorentz gauge
0, A* = 0 that leads to the wave equation

OAr = J+

for the potential, and the polarization states of electromagnetic waves. For time
dependent fields, the solutions are called the retarded potentials [17]

— 1 p(t""r/) d3r/

t -

o(t.r) A | |r—r/| ’

1 [ JI(ty,1)
Alt,r)= — [ =22 @3y
(1) dr | |r—1'| T

where,
v —r'|
tp=t— 1
c

The gauge group is probably more evident in quantum electrodynamics (QED).
From equation 2.123, the classical electromagnetic Lagrangian is

1
Ly = =3 Fu PP + JHA,.

As shown there, the Euler-Lagrange equations lead to Maxwell equations. The
Dirac equation 8.81 (with & = ¢ = 1) for electron/positron fields

(tY" 0y —m)¥ =0

is generated by the Dirac Lagrangian for fermion fields of spin % and mass m,

L, = ("0 —m). (9.14)

The Dirac Lagrangian is invariant under the phase transformations

b(a) = (x) = €PP(a),  Bla) =P () = e N (a).

This is called an internal global symmetry, where global refers to the symmetry
being independent of the position, and internal to the symmetry not changing
the location. Since e*** is unimodular, the gauge group is U(1). On the other
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hand, if we want to impose a local symmetry by letting A(«) depend on z, the
Dirac Lagrangian transforms as

L, — L' =9liv* (0, — ied,\) — mly.

To make the new Lagrangian invariant requires the introduction of a covariant
derivative operator

V, =0, +ieA,, (9.15)

with a corresponding modification to the Lagrangian

L, =¢@y*V, —m). (9.16)

Finally, if we add the electromagnetic Lagrangian, we get the full QED La-
grangian

Lopp = J(Wﬂvu —m)p — iFHVFHV_ (9.17)

Thus, local invariance leads to a coupling with the electromagnetic potential A*
which now can evidently be interpreted as connection on a U(1) bundle, thus
providing a mechanism for covariant derivative along the sections of the bundle.
The QED lagrangian can also be written to elucidate better the coupling to E&
M, as

Lopp = ("0, —m)p — 2 F, F*™ + A, J", (9.18)

where J# = ey, If the structure group is replaced by G = U(1) x SU(2)
we get the Weinberg-Salam standard model; if the group is enlarged to G =
SU(3), we get Quantum Chromodynamics (QCD). In either case the Lagrangian
requires only a modification for the curvature form F' to have an extra index to
indicate that it is Lie algebra valued. Thus, the QCD Lagrangian is

Lopp = (V'Y —m)p — 1Fg, FIY. (9.19)

prt o

As before, the field strength F' is the curvature of the connection
F=DA=dA++ieANA,

but compared electromagnetism, the wedge/bracket makes this a non-Abelian
gauge theory.

9.4.2 Dirac Monopole

There are no magnetic monopoles, but if there were, we would like the fields
to satisfy an extended Maxwell equation

V-B =4np,,,

where p,, = gd(r) is the point density of magnetic charge. Then, the solution
is a 1/r% law

r



9.4. GAUGE FIELDS 343

Let F be the electromagnetic 2-form for a pure magnetic field. By Stokes’
theorem the flux over a closed surface R bounding a volume V, is

@R:/F:/B-dsz/v-de,
R R 1%

F=B-dS=Y(edyndz+ydzAde+zdoAdy).
T

where,

If we constrain F' to a 2-sphere centered at the origin and convert to spherical
coordinates, the form F' simplifies to

F =gsin@ df A do.

There is of course no globally defined potential for F' because that would imply
that dFF = 0 and that is no longer true. Still, we seek local forms A with
dA = F. Since up to the constant factor g, F' is the curvature form for a
sphere, as shown in example 4.5.9, the natural candidate are the components
of the Cartan connection form

A = —gcosf do

trial

Unfortunately the potential has singularities that might not be apparent in
spherical coordinates, but become evident in Cartesian coordinates

zwdy —ydzx

A=
I3 T2 12

trial
This is the same problematic form 2.82 which we noted as a standard coun-
terexample in the discussion of the Poincaré lemma. The form is singular along
22 + 42 = 0. In Dirac’s original construction of the monopole solution, he al-
lowed for the singularities by essentially cutting of the lower z-axis, a set usually
called a Dirac string. The modern approach circumvents the singularities by
constructing a connection on a Hopf bundle. Let (2!, 2%) be coordinates on C2,
with

2t=at + ixQ, 22 = 2% + izt
and define CP! as in section 8.1.4 by the quotient C/ ~ with the equivalence
class
(21, 2%) ~ (A1 A2%), A e C,

and constraining to the three sphere S® : |2!|? + |2?|2 = 1. Following the
convention in equation 5.60, let

T 41y

1—-2

C1=

be the complex number associated with point p(z,y, z) € S? under the stereo-
graphic projection from the north pole. This gives a coordinate chart for 52,
but the chart misses the north pole. To cover the sphere, we create another
chart by a stereographic projection from the south pole. By the same process
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of ratio and proportions for similar right triangles, we find that the complex
number (o that represents the same point in the sphere is given by

T — 1y
1+2

The minus sign in the y coordinate is needed to preserve the orientation of the
coordinate axes. The chart based on the south pole maps the north pole to 0
and the south pole to co, so we should expect the change of variables to behave
like the conformal inversion f(z) = 1/z in the complex plane. Not surprisingly
this is exactly what we get,

(2=

_(x_z )$2+y2
- y(l_z)za

o1 =22
—(x—ly)m,
x—iy
142

Ca.

Thus, we can form a cover of S% by two charts {Uy, (1} and {Us, (2} that
overlap on an infinitesimal neighborhood of the equator,

Ur={00,¢): 5 —e<0 <},

Up={(0,0):0<0< T +e},
where in the overlap, (5 = 1/(;. If one sets (1 = 2z'/22%, the Hopf fibration
83 Iy 82 is obtained by associating a point 7(z!,22) on S? with the inverse
image of the stereographic projection 77 1(2'/22) of S? to C. It is unavoidable
to have a minor index inconsistency in the chart labels in the sense that (4 is
associated with the projection from the north pole, but the coordinate chart Uy
is about the south pole. The bundle charts of S =+ S? are given by

17 (Un) = U x U(L), ¢(2",2%) = (Cr, fop),
2

$o N (Uz) = Uy x U(1),  o(2',2%) = (Ca, 1),

We can now perform the flux integrals on the two overlapping hemispheres from
the poles to an angle 0

o) = //F: —2mg(1 + cos ),

%://F: 2mg(1 — cosf).

Using Stoke’s theorem, [A -dr = [ [ F and using the symmetry around a
parallel circle C on S? at fixed angle 6, we can set A = Age,. The line integrals
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yield the components of the two vector field potentials with corresponding local
connections

_ g(1+cosb) _
(A1) = ~smg A1 = —g(1 4 cosb) do,
(Ag)g = g(1 = cos6) Ay = g(1 —cosb) do (9.20)
2)p = rsinf s or 2= g COS . .

As before, the singularity structure of the connections is more evident in Carte-
sian coordinates. Multiplying and dividing equations 9.20 by r, we get

1 1
A = —g;(r + 7 cos0)de, Ay = g;(r —rcosf)do,
1 xdy — ydz 1 zdy — ydx
= gr(r+z) 2y | —gr(r 2) R
r+z an r—z
gr(ﬂf,z?)(x y — ydx), gr(r2 722)(x y — ydzx),
1
gr(r_z)(w y — ydz) gr(r+z)(:v y — ydz)

Now we construct a twisted U (1) principal fiber bundle with local trivializations
7~1(Uy) and 7~ 1(Uy) with transition functions ¢;2 on the overlap given by

¢121<1—>[§j] ,neZ

Here, the transition functions are unimodular, so they can be written as e!™? €
U(1). The number n is required to be an integer to insure smooth gluing on the
overlap. If n = 0 we get a trivial bundle S% x S*. If n = 1 we get the standard
Hopf bundle. If s; and so are sections over Uy and Us respectively, we get an
Ehresmann connecton on the bundle with

A =sjw, and Ay =s5w.
On the overlap, the connection transformation
Ay = @75 Aidra + b1y dbra,

just reads
A2 - A1 = 2gd¢

As ¢ goes around the equator, we must have

27
/ 29¢ do = 2nm,
0

which means that
2g=neZ
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This is Dirac’s quantization condition for magnetic monopoles. The integer n
corresponds to the first Chern ¢; class of the bundle. If in addition the particle
has an electric charge, the wave function must satisfy Sherodinger’s equation

1 e
—(p— —A)?[Y) = E[Y).
o (b= SA)|) = Bly)
Under the gauge invariance A — A + V), given wave functions [i1) and |t)2)
on U; and Us, they must transform as

) = e [1ha), A =296

where we have restored i and ¢ to standard units. For a fixed value of 6, as
the wave functions go from 0 to 2w, the requirement that |1)) be single-valued
implies that
2eg
he "
That is, for a singly charged monopole (n = 1), the ratio of the magnetic to the
electric charge is given in terms of the fine structure constant
g Lhe 137
T2 9 ~ 69; (9.21)
an amusing result which I first learned from professor Raymond Sachs in a
problem assigned in my upper division course in E &M. The magnetic monopole
is often called a topological charge, for it essentially arises from the classification
of the transition functions with are basically continuous functions from the
equator S to U(1) and hence, they correspond the fundamental homotopy
group m (Uy) = Z
It is worthwhile to view the monopole connection via the complex structure
of the base space. Observe that other than a “Lie algebra” factor of ¢, the Dirac
monopole 2-form is given by the Kahler form 5.65

. d¢ NdC
ERACENSEl

We thus expect to have a complex gauge complex potential that leads to this
2-form. First, we use of Euler angles

2 = /W92 cog g, (9.22)
29 = P9/ 24in g, (9.23)

to write the equation |z1]|? + |22|? = 1 of the three sphere S3. The induced
Riemannian metric on S is given

d82 = 4(d§1d2’1 + dEQdZQ),
= db? 4 sin? 0 d¢® + (dvp + cos 6 dep)?.

The form
w = di + cos @ do
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defines a connection on S3 viewed as an S' bundle over S2. This natural a
connection in complex terms, is induced by the restriction of the form

Zldzt + 22d2?

from C2 to S3. The curvature of this connection

Q=sinf do N db,
_d¢ANdC
=i—.
(1+¢0)?
extended to Minkowski space, corresponds to a magnetic monopole of field
strength 1. By a short computation, we obtain the real and imaginary parts of
this form. We get
R (212t + 22d2?) = atdat + 2%dx? + 23da® + 2t da?,
= gd((¢)? + (%) + (2°)* + (2")?)
=0. on S3,
S (2Hd2t + 22d2?) = —2?dat + 2tda® — 2tda® + 2hdad.
Thus we set
w = i(—2?det + 2'da? — 2tda® + 2tda?).

We verify our assertion by looking at the pullback of w for the sections s; and
so under de bundle trivialization constructed of hemispheres of S overlapping
over an infinitesimal band around the equator. We leave to the reader to verify

that F 4
A= st(w) =i 9 (fﬂg_() .

Recall that .
¢1 = cot() e,
Then, as in the computation leading to the Fubini-Study metric 5.63, we have
(= cot(g) e,
d¢ =—3 cscz(g) e?do+i cot(g) e do
S (¢ d¢) = cot®(%) do,
_ Lot

1—cosf

On the other hand

2

1 4+ CZ: 1 +C0t2(g) = CSC2(g) = m

Combining these results together, we get

A1 =ig(1 + cosb) do
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For the chart based on the stereographic projection from the South pole, we
use _
(o= tan(g) e 9,

A completely analogous computation gives the local gauge potential

As = —ig(1l — cos0) d¢

9.4.3 BPST Instanton

The complex version of the Dirac monopole introduced in last part of the
section above can be extrapolated to the quaternionic projective space HP?.
Let (q1,92) € H?, and define the equivalence relation

(q1,92) ~ (A\qi,Aqg2), A€ H

The quaternionic projective space HP?! is defined by the quotient H2 / ~ with
this equivalence relation. Effectively, the projective space is the space of quater-
nionic lines through the origin. The restriction

la]* + g2 =1

defines a unit sphere S” centered at the origin. Extending the crude visualiza-
tion shown in 8.2 for the complex projective space, the intersection of quater-
nionic lines with S” yield three spheres S3. The restriction implies that A € H
is a unit quaternion, and the set of unit quaternions is the unitary group

Sp(1) =U(1,H) ~ SU(2)
This leads to the quaternionic Hopf bundle
5% — 875 4~ HP'.
There is a natural sp(1)-valued connection on the bundle defined by
w="S(q'dg" +7*dg?)

where again, we neglect the real part, since that vanishes on S7. Using the
stereographic projection from the North and South poles respectively, cover S*
by two quaternionic charts {Uy, (, }, and {Us,(,}, which overlap on a narrow
band around the S® equator. Of course, in physics the preferred parametrization
of this S is by using Euler angles, and the action of SU(2) on the bundle charts
are by right multiplication with Euler angle matrices ). On the overlap in the
base space, the transition functions are

e (8)"

The BPST instanton bundle corresponds to n = 1 If s : U — 7 1(U) is a
section of the bundle over one of these charts, we get a connection

A=sw=¢ ( g dq_) (9.24)
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This is the gauge potential for the famous BPST instanton. The pullback F'
F=s"Q=dA+ANA

of the curvature 2 in the bundle, represents the field strength. Since the chart
is locally Euclidean through the stereographic projection, we may think F' as a
connection on R*. On R*, the connection is anti-self-dual in the sense of the
Hodge » map,

*F=—-F
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Index

Acceleration
along a curve, 11
Centripetal, 19

Adjoint
Map, 258
Representation, 258

Angular momentum
Commutation relations, 289
Definition, 288
Operator, 292
tensor, 296

Associated vector bundle, 331

Baseball curve, 176
Beltrami equation, 168
Bianchi identities, 195, 196
Bianchi permutability, 152, 155
Bianchi transform, 151, 153
Bjorling surface, 179
Bour surface, 181
BPST Instanton, 348
Bundle
Cotangent, 35
Dual basis, 35
Fiber, see Fiber bundle
Section, 2
Tangent, 2, 99
Tensor, 38
Bundle of frames, 326
Bundle of orthogonal matrices, 328
Bundle of unitary matrices, 328
Béacklund Transform, 147-158
Classical formula, 150

Campbell-Baker-Hausdorff, 256
Cartan equations
Connection form, 88, 191

Curvature form, 89
First structure equations, 87
for surface in R3 , 128
in N-P formalism, 304
in NP formalism, 306
in principal bundle, 339
Manifolds, 193
Second structure equation, 88
Cartan magic formula, 245
Cartan subalgebra, 264, 317
Casimir operator, 290
Catenoid
First fundamental form, 104
Helicoid curvature, 133
Minimal surface, 177
Cauchy-Riemann equations, 164, 166
Cayley-Klein parameters, 273, 280
Christoffel symbols, see Connection
Circle
Curvature, 18
Frenet frame, 18
Clairut relation, 217
Clifford algebra, 300, 303
Complex structure
of surface in R? , 165
Cone
First fundamental form, 105
Geodesics, 217
Conformal map, 163-165
Definition, 165
Jacobian, 164
Mercator, 101
Stereographic, 169
Conformal tensor, 304
Conical helix, 32, 105
Conjugate harmonic, 164, 166
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Connection
Affine, 201

Change of basis, 91, 204, 205
Christoffel symbols, 83, 122, 125,

190, 205

Compatible with metric, 82, 84

Curvature form, 89
Eheresmann, 333
Frenet Equations, 86
Koszul, 81
Levi-Civita, 121, 190
Linear, 200
Parallel transport, 121
Spin, 305
Contractible, 247
Contraction, 40
Coordinate
Cylindrical, 41
Functions, 1
Geodesic, 132
Isothermal, 134, 166
Local, 7
Minkowski, 42
Polar, 8, 30, 58, 60
Slot functions, 10
Spherical, 41, 60, 291
Transformation, 7
Weierstrass, 175
Coordinate patch, see Patch
Cornu spiral, 29
Costa’s surface, 183
Covariant derivative
Divergence, 124
Tensor fields, 84
Vector fields, 81, 191
Covariant differential, 201
of surface normal, 131

of tensor-valued 0-form, 202

of vector field, 202
Covering space, 322
Curvature

Form, see Cartan equations
Gaussian, see Gaussian curvature

Geodesic, 107

Normal, 107-109, 112

of a curve, 15
Curves, 10-33

Fundamental theorem, 2228

in R?, 10-22
Isotropic, 174
Natural equations, 28
Plane, 20

Curvilinear Coordinates, 78

de Rham
Cohomology, 247
Complex, 246
de Sitter space, 199
Deformation retract, 247
Determinants
By pull-back, 65
Definition, 46
Levi-Civita symbol, 47

of matrix exponential, 160

Developable surface
Definition, 139
K=0, 139
Diffeomorphism, 7
Differentiable map, 7-9
Jacobian, 7
Push-forward, 8
Differential forms
Alternation map, 52
Closed-Exact, 63, 247
Covariant tensor, 36
Dual, 64
Maxwell 2-form, 71
n-forms, 51
One-forms, 34
Pull-back, 56
Tensor-valued, 53, 199
Two-forms, 43
Dini’s surface, 154
Dirac equation, 300
Dirac monopole, 342
Directional derivative, 4, 240
Distribution, 333
Definition, 251
Integrable, 251
Dolbeault operator, 171
Dual forms
Hodge operator, 64
In R?, 67
In R3, 67
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In R", 65
In Minkowski space, 69
Dual tensor, 73, 295

Einstein equations, 209
Einstein manifold, 209
Enneper surface, 175
Eth operator
Definition, 313
in spherical coordinates, 314
Raising-lowering, 314
Spin-weight, 313
Euler angles, 271
Euler characteristic, 231
Euler’s theorem, 119
Euler-Lagrange equations
Arc length, 214
Electromagnetism, 74
Minimal area, 159
Exponential map
Definition, 255
Integral curve, 256
Exterior covariant derivative
Cartan equations, 204
Definition, 203
on principal bundle, 338
Exterior derivative
Codifferential, 66
de Rham complex, 70, 246
of n-form, 54, 239
of one-form, 54, 194, 339
of two-form, 239
Properties, 54, 240

Fiber bundle
Definition, 320
Line, 322
Map, 324
Pull-back, 324
Section, 322

Flow, 238

Foliation, 251

Frame
Cylindrical, 77
Darboux, 106
Dual, 76
in R™, 75

INDEX

Orthonormal, 76
Spherical, 77, 291
Frenet frame, 15-22
Binormal, 15
Curvature, 15
Frenet equations, 16
Osculating circle, 19
Torsion, 16
Unit normal, 15
Fresnel diffraction, 30
Fresnel integrals, 21
Frobenius theorem, 252
Fubini-Study metric, 170, 313
Fundamental vector, 266, 333

Gauge fields, 339
Electrodynamics, 340
Yang Mills, 340

Gauss equation, 188

Gauss map, 117
Minimal surfaces, 181

Gauss-Bonnet formula, 229

Gauss-Bonnet theorem, 227-232
For compact surfaces, 231

Gaussian curvature
by curvature form, 128
by Riemann tensor, 127
Classical definition, 114
Codazzi equations, 128
Gauss equations, 120
Geodesic coordinates, 132
Invariant definition, 117

Orthogonal parametric curves, 130

Principal curvatures, 116
Principal directions, 116
Theorema egregium, 126-133
Torus, 129
Weingarten formula, 126
Gell-Mann matrices, 316
General linear group, 234
Genus, 231
Geodesic
and isometries, 244
Coordinates, 132
Curvature, 107, 228
Definition, 206

in orthogonal coordinates, 215
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Torsion, 107
Good cut equation, 313
Gradient, 41

Curl Divergence, 50
Grassmannian, 329

Half-flat space-time, 313
Helicoid
Catenoid curvature, 133
First fundamental form, 104
Tangential developable, 139
Helix, 10
Frenet frame, 20
Unit speed, 15
Henneberg
Surface, 177
Hilbert theorem, 142
Hodge decomposition, 67
Holomorphic function, 164
Holonomy, 189, 192, 228
Homotopy, 247, 325
Hopf bundle, 323, 328, 331, 343, 345
Quaternionic, 348
Hopf fibration
on HP! | 284
on CP!, 280
on RP', 278
Horizontal subspace, 333

Inner product, 38-42
bra-ket vectors, 40
k-forms, 66
Polarization identity, 24
Standard in R™, 24

Integral Curve, 7

Integral curve, 237, 256

Interior product, 40
Properties, 245

Inverse function theorem, 9

Isometries, 24, 165
Also , see Killing vector

Isothermal coordinates, 166—168, 173
Existence, 166

Isotropy subgroup, 265

Jacobi equation, 132
Jacobi identity, 251

357

Jacobian, see Push-forward

Kahler manifold
Kahler form, 171
Kahler potential, 171
Kerr metric
Boyer-Lindquist coordinates, 308
Connection forms, 313
Ergosphere, 309
Kerr-Schild form, 308
Killing form, 259
Killing vector
Definition, 244
Lie subalgebra, 251
Kuen surface, 155

Ladder operators, 290
Lagrangian
Arc length, 214
Dirac, 341
Electromagnetic, 73, 341
Quantum Chromodynamics, 342
Quantum Electrodynamics, 342
Laplacian
Beltrami, 124, 125, 167
by dual forms in R?, 69
Harmonic function, 125
Isothermal, 166
on forms, 66
Orthogonal coordinates, 80
Spherical coordinates, 79, 124, 292
Legendre polynomials, 292
Levi-Civita symbol, 47, 295, 298
Lie algebra
s0(1,3), 295
s0(2,R), 270
s0(3,R), 271
su(2), 273
su(3), 316
Definition, 251
Homomorphism, 255, 256, 267
of a Lie group, 253
Simple, semisimple, 263
Subalgebra, 251
Lie bracket
as a Lie derivative, 241
Definition, 114
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Lie derivative
of 1-form, 240
of function, 240
of tensor field, 241, 243
of vector field, 240, 241
Properties, 243
Lie group
SO(2,R), 88, 164
SU(2), 272
SU(3), 315
Definition, 233
Left invariant, 253
Left-right translation, 253
Liebmann theorem, 143
Linear Derivation, 4
Lines, 10
Logarithmic spiral, 30
Lorentz group, 294-303
Lorentz transformation, 294
by spinors, 306
Infinitesimal, 295, 303
Lorentzian manifold
Definition, 208
Einstein tensor, 209
Ricci tensor, 208
Scalar curvature, 209
Loxodrome, 32, 101

Moébius band
as fiber bundle, 321
Manifold
Definition, 94
Differentiable structure, 95
Product, 186
Riemannian, see Riemannian
Submanifold, 95, 188-199, 251
Maurer-Cartan equation, 262
Maurer-Cartan form
Definition, 261
in SO(2,R), 88
Maxwell equations, 71-74
Maxwell spinor, 302
Mean curvature
Classical definition, 114
in isothermal coordinates, 166
Invariant definition, 117
Metric

INDEX

Cylindrical coordinates, 41

Metric tensor, 38

Minkowski, 42

Riemannian, see Riemannian

Spherical coordinates, 41
Minimal surfaces, 173—-184

and stereographic projection, 181

Conjugate, 180

Definition, 129

Gaussian curvature, 180

Isometric family, 181

Minimal area property, 158

Table of Weierstrass parameters,

182

Minkowski space, 42

Dual forms, 69
Morris-Thorne

Coframe, 218

Connection forms, 219

Curvature forms, 219

Geodesics, 220

Ricci tensor, 219

Wormhole metric, 218
Mobius band

as a ruled surface, 137

N-P Formalism, 304
Natural equations, 28-33
Cornu spiral, 29
Logarithmic spiral, 30
Meandering curve, 32
Newman-Penrose equations, 306
Null tetrad, 304
Null vector, 301

One-parameter
Flow, 238
Group of diffeomorphisms, 236, 240,

265, 266
Subgroup of Lie group, 255, 256,
273, 338

Orthogonal
Basis, 24
Parametric curves, 99
Transformation, 25, 76

Orthogonal group, 234, 269—294

Parallel
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Section, 208
Transport, 207
Vector field, 206
Patch
Associated harmonic family, 166,
181
Conjugate, 166
Definition, 93
Degenerate, 153
Holomorphic, 165, 173, 181
Isothermal, 173
Monge, 126, 158
Tchebychev, 147
Weierstrass, 175, 180
Pauli matrices, 273
Pauli-Bloch vector, 277
Permutation symbol, see Levi-Civita
Petrov classification, 307
Pfaffian system, 252
Phase transformation, 341
Pliicker coordinates, 330
Poincaré group, 235
Poincaré lemma, 64, 247
Principal fiber bundle
Definition, 325
Ehresmann connection, 333
Horizontal lift, 337
Projective space, 323, 328, 330
Pseudosphere
Area, volume, 145
First fundamental form, 143
Gaussian curvature, 143
Parametric equation, 103
Second fundamental form, 145
Pull-back
Chain rule, 57
Definition, 56
Determinant, 65
Line integrals, 57
of volume form, 57
Polar coordinates, 58
Properties, 56
Surface integrals, 59
Tensor field, 239
Push-forward
Jacobian, 8, 239
Tensor fields, 239

359

Vector field, 99, 238
Pythagorean triplets, 172

Quaternion
Conjugate, 275
Definition, 274
in Hopf map, 284

Raising-lowering operator, 290
Rasing-lowering operator, 264
Representation
Definition, 258
Irreducible , 258
Ricci flat, 209
Ricci identities, 192
with torsion, 203
Ricci rotation coefficients, 304
Riemann sphere, 301
Bloch sphere, 281
Complex structure, 170
metric, 170
Riemann tensor
Components, 127, 191, 195
Symmetries, 195
Riemannian
Connection, 188
Hypersurface, 188
Manifold, 185
Metric, 185
Product manifold, 186
Riemann tensor, 189
Second fundamental form, 188
Structure equations, 193
Submanifold, 188
Theorema egregium, 193
Torsion tensor, 189
Robinson congruence, 283
Rodrigues formula, 292
Root diagram, 264, 318

Roots
su(3), 317
Rotations
by quaternions, 277
in R? , 269
in R?, 271

Ruled surface
Cordinate patch, 136
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Distribution parameter, 139
Gaussian curvature, 138
Hyperboloid, 137

Saddle, 136

Stricture curve, 139

Scherk’s surface, 159
Schrodinger equation, 287
Schwarz inequality, 25
Schwarzschild

Bending of light, 226

Eddington-Finkelstein coordinates,

210

Geodesics, 221

Metric, 220, 221

Precession of Mercury, 226
Second fundamental form

Asymptotic directions, 109

by covariant derivative, 115

Classical formulation, 109

for K = —1, 145

Surface normal, 106
Sectional Curvature, 196
Simplex, 63
Sine-Gordon

Soliton, 147

Surface with K = —1, 146
Singular cube, 63
Soliton

Moving, 154

One-soliton solution, 153

Two-soliton solution, 155
Space of constant curvature, 197
Sphere

Coordinate chart, 95

Euler characteristic, 231

First fundamental form, 101

Gauss map, 117

Gaussian curvature, 119, 129

Geodesics, 214

Loxodrome, 101

Orthonormal frame, 77

Second fundamental form, 110

Structure equations, 89

Temple of Viviani, 10

Total curvature, 230
Spherical harmonics, 292

INDEX

Spin-weighted, 314
Spin coefficients, 305
Spin dyad, 305
Spinor
2-spinor, 297
4-spinor, 300
Identities, 299
Spin space, 297
Symmetric, 301, 302
Transformation law, 297
Stereographic projection, 169-173
in R", 171
in Hopf fibration, 282
Inverse map in S2, 170
Minimal surfaces, 181
Stokes’ theorem
Green’s theorem, 60
in R", 62
In R?, 70
Structure constants
of su(2) , 274
of su(3), 316
of Lie algebra, 262
Surface
Compact, 140, 231
Definition, 95
First fundamental form, 98, 99
Normal, 106
Orientable, 137
Second fundamental form, 109
Surface area, 111
Surface of revolution
First fundamental form, 102
Geodesics, 216
Parametric equation, 96
Symplectic
Matrix, 164
Symplectic group, 235

Tangent bundle, 2

Tangent vector, 1-7
Contravariant components, 5
in R™, 2

Taub metric, 282

Tennis ball curve, 176

Tensorial form
of adjoint type, 92, 338
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Tensors Villarceau circles, 282
Antisymmetric, 41, 46 Viviani curve, 10
Bilinear map, 36
Bundle, 38 Wedge product
Components, 37, 239 2-forms, 43
Contravariant, 37 Cross product, 44
Metric, 38 Weierstrass elliptic function, 183
Riemann, see Riemannian, Riemann Welerstrass patch, see Patch
tensor Weierstrass substitution, 172
Self-dual, 66, 295, 302 Weingarten map
Tensor product, 37 Definition, 114
Torsion, see Riemannian Eigenvalues, 117
Transformation law, 239, 294 Shape operator, 114
Theorema egregium, see Gaussian cur- Y igner D-matrices, 294, 315
vature .
Third fundamental form, 115 Zero section, 322
Torsion
of a connection, 115, 121
Torus

Euler characteristic, 231
First fundamental form, 104
Parametric equation, 96
Total curvature, 230
Total curvature, 230
Transformation group
Definition, 265
Transition fucntions
In R?, 94
Transition functions
Local coordinates, 205
on manifold, 205
Triangulation, 230
Trinoid, 182
Twistor, 235, 273, 283, 330

Unitary group, 235

Vaidya

Curvature form, 212

Metric, 209

Ricci tensor, 213
Vector field, 2

Flow, 238

Left invariant, 253
Vector identities, 49-51
Velocity, 12-15
Vertical subspace, 333






Differential Geometry in Physics is a treatment of the mathematical foundations
of the theory of general relativity and gauge theory of quantum fields.
The material is intended to help bridge the gap that often exists between
theoretical physics and applied mathematics.

The approach is to carve an optimal path to learning this challenging field
by appealing to the much more accessible theory of curves and surfaces.
The transition from classical differential geometry as developed by Gauss,
Riemann and other giants, to the modern approach, is facilitated by a very
intuitive approach that sacrifices some mathematical rigor for the sake
of understanding the physics. The book features numerous examples of
beautiful curves and surfaces often reflected in nature, plus more advanced
computations of trajectory of particles in black holes. Also embedded in the
later chapters is a detailed description of the famous Dirac monopole and
instantons.

Features of this book:
e Chapters 1-4 and chapter 5 comprise the content of a one-semester
course taught by the author for many years.
¢ The material in the other chapters has served as the foundation for
many master’s thesis at University of North Carolina Wilmington for
students seeking doctoral degrees.
* An open access ebook is available at Open UNC (openunc.org).
e The book contains over 80 illustrations, including a large array of
surfaces related to the theory of soliton waves that does not commonly
appear in standard mathematical texts on differential geometry.
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